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ABSTRACT
Most existing approaches to script event prediction rely on man-
ually labeled data heavily, which is often expensive to obtain. To
cope with the training data bottleneck, we investigate methods
of combining multiple self-supervised tasks, i.e. tasks where mod-
els are explicitly trained with automatically generated labels. We
propose two self-supervised pre-training tasks: one is End Identi-
fication and the other is Contrastive Scoring. Multi-task learning
framework is then leveraged to combine these two tasks to jointly
train the model. The pre-trained model is then fine-tuned using
human-annotated script event prediction training data. Experimen-
tal results on the commonly used dataset show that our approach
can achieve competitive performance compared to the previous
models which are trained with the whole dataset by using just 10%
of the training data, and our model trained on the whole dataset
outperforms previous models significantly.
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1 INTRODUCTION
Understanding events in text is important to many natural lan-
guage processing applications, such as dialog generation [21] and
discourse understanding [17]. One of the most challenging tasks
in this line is script event prediction [2]. As shown in Figure 1, the
purpose of this task is to predict the most suitable subsequent event
from a candidate list given a chain of narrative events (context).

Previous work on script event prediction [7, 13, 20] relies on
manually labeled data heavily, which is often expensive to obtain
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Figure 1: An example of script event prediction. Given a
chain of narrative events (context), the purpose of this task
is to predict the most suitable (marked in bold) subsequent
event from a candidate list.

and the data size is limited. To cope with the training data bottle-
neck, we investigate the self-supervised learning method in this
paper. Self-supervised learning aims to train a model on auxiliary
tasks with automatically generated labels. By pre-training on these
tasks, the model can learn useful representations and perform well
on downstream supervised tasks with less human-annotated data.
Inspired by the successful application of self-supervised learning in
NLP [4, 12, 16, 19], we want to design self-supervised tasks which
will match the goal of script event prediction as much as possible
and then help to improve the performance of the task. Thus, we
propose two self-supervised tasks called End Identification (EI) and
Contrastive Scoring (CS) for script event prediction. The EI task
enables the model to judge the actual ending of a narrative text
which is also helpful for script event prediction since it aims to
choose the most reasonable ending event from a candidate list. The
CS task endows the model with the ability to differentiate a proper
narrative text ending from an improper ending, which matches the
goal of script event prediction.

To help the script event prediction as much as possible, we hope
that the discrepancy between the distributions of self-supervised
data and gold script event prediction data is as small as possible. As
a result, we base our self-supervised tasks on the resources called
TimeTravel [18] because it captures a rich set of causal and temporal
commonsense relations between daily events, which is similar to
script event prediction data. We also point out that other choices of
self-supervised data and self-supervised tasks are possible, which
we leave as future work.

The first part of TimeTravel comprises narrative stories of five
sentences. Given a story in the EI task, we first create other four
stories by swapping the fifth sentence with the first to fourth sen-
tences respectively. Then the model is trained to identify the actual
ending, i.e. the fifth sentence.
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The second part of TimeTravel consists of original narrative
stories and their rewritten versions. Each original story has five
sentences and the rewritten one has the same first sentence and dif-
ferent remaining four sentences. In CS task, given an original story
and its corresponding rewritten story, we first swap the endings of
the two stories to create a negative original story and a negative
rewritten story, then the model is trained to make the scores of the
original story and its corresponding rewritten story higher than
their corresponding negative ones.

We then leverage multi-task learning framework to combine
these two tasks to train the model jointly. Then the pre-trained
model is fine-tuned with human-annotated script event prediction
training data. Our contributions can be summarized as follows:

• We propose two self-supervised tasks for script event pre-
diction to handle the training data bottleneck. To the best of
our knowledge, we are the first to investigate self-supervised
learning in script event prediction.

• Based on the two self-supervised tasks, we further leverage
multi-task framework to combine the two self-supervised
tasks.

• Experimental results show that our approach can achieve
competitive performance compared to the previous models
which are trained with the whole dataset by using 10% of
the training data. Our method trained on the whole dataset
significantly outperforms previous methods.

2 METHODOLOGY
The proposed method is illustrated in Figure 2. We first jointly train
the model by the two self-supervised tasks. Then the model is fine-
tuned on the human-annotated script event prediction training data.
Next we introduce the two self-supervised tasks and the fine-tuning
process in detail.

2.1 Self-Supervised Learning Task
End Identification.Given a story from the first part of TimeTravel
s = (s1, s2, s3, s4, s5), we first create other four stories by swapping
the fifth sentence with the first to fourth sentences respectively:

s1 = (s5, s1, s2, s3, s4)
s2 = (s1, s5, s2, s3, s4)
s3 = (s1, s2, s5, s3, s4)
s4 = (s1, s2, s3, s5, s4)

(1)

For each story we create these additional four stories, then the
model is trained by these stories to identify the fifth sentences. We
then treat the EI task as a multi-classification problem of five classes.
Given a story si , a feature vector hi is obtained by sending si into
an encoder. A linear layer and softmax function will be used on hi
to obtain a classification probability vector pi and cross-entropy is
used as the classification loss:

LEI = −
1
N

N∑
i=1

li · log pi (2)

where N is the number of stories and li is the label vector for the
input story.

Contrastive Scoring. We note that in the second part of Time-
Travel, the original story and its rewritten version sometimes have

the same fifth sentences. In order to avoid the false negative prob-
lem in CS task, we drop the fifth sentences and keep the first four
sentences. Thus given an original story o = (s1, s2, s3, s4) and its
rewritten version r = (s1, s ′2, s

′
3, s

′
4), we first create a negative story

for o by replacing s4 with s ′4, i.e. on = (s1, s2, s3, s ′4) and a negative
story for r by replacing s ′4 with s4, i.e. rn = (s1, s ′2, s

′
3, s4). Then o, on,

r and rn are input to the encoder to get the corresponding hidden
feature vectors. For o and on, we obtain ho and hon and these two
vectors are input to the following loss [8] to make the score of o
higher than that of on:

L1 = −
1
N

N∑
i=1

log ew·hio+b

ew·hio+b + ew·hion+b
(3)

where N is the number of original stories, w and b are learnable
parameters. Similarly, for r and rn, we obtain hr and hrn which are
input to a loss the same as equation (3) to get L2. Finally, we have
a loss for CS task:

LCS = L1 + L2 (4)

2.2 Multi-Task Pre-training
Since both the EI and CS tasks match the goal of script event predic-
tion, we hope that combining EI and CS can further help the script
event prediction task and thus we leverage multi-task learning to
jointly train the model:

Lpretraininд = LEI + LCS (5)

We pre-train our model with the two self-supervised tasks EI and
CS by minimizing the loss Lpretraininд .

2.3 Script Event Prediction Fine-tuning
After pre-trained on the two self-supervised tasks of EI and CS,
the model is then fine-tuned with human-annotated script event
prediction training data. As shown in Figure 1, given a context of
event chain (e1, e2, ..., en−1), the task is to predict the most suitable
subsequent event en from a candidate list. Formally, an event e
is represented by v(a0,a1,a2) where v is the verb describing the
event, a0 is its subject, a1 is its direct object and a2 is its indirect
object. Sometimes an event may have less than four components.

When fine-tuning the model, we first represent an event by
(a0,v,a1,a2), then we get a sequence of context (a10,v

1,a11,a
1
2, ...,

an−10 ,vn−1,an−11 ,an−12 ). Each of the five candidate events is also
represented as (a0,v,a1,a2) and appended to the context. As shown
in Figure 2, these five sequences will be input to the same encoder
as in self-supervised pre-training to obtain five feature vectors
h1, h2, h3, h4, h5, then we get a classification probability vector p:

p = softmax(w · h1 + b, ...,w · h5 + b) (6)
where w and b are the same learnable parameters as equation (3).
Then the cross-entropy is used as the classification loss:

Lf inetuninд = −
1
M

M∑
i=1

li · log pi (7)

whereM is the number of event contexts and li is the label vector
for the context indicating which of the candidate events is correct.
We fine-tune our model by minimizing the loss Lf inetuninд .
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Figure 2: Illustration of our proposed method. The model is first jointly trained by the two self-supervised tasks in the multi-
task framework and then fine-tuned using human-annotated script event prediction training data.

3 EXPERIMENT
3.1 Experimental Setup
Dataset. In the script event prediction task, event chains are ex-
tracted from the New York Times portion of the Giga-word corpus
the same as previous work [7]. We use C&C tools [3] for POS tag-
ging and dependency parsing, and OpenNLP is used for coreference
resolution and phrase structure parsing. The detailed data statistics
are shown in Table 1.

Training Development Test
Documents 830,643 103,583 103,805
Chains 140,331 10,000 10,000
Table 1: Data statistics of the script event prediction task.

The two self-supervised tasks are based on TimeTravel [18].
After creating another four stories for each story in the first part
of TimeTravel, we get 484k stories in total for the EI task. For the
CS task, we obtain 113k stories in total from the second part of
TimeTravel.

Training Details.We use BERT-base [4] as the encoder. For the
self-supervised tasks, the batch size is 40, and 20% of the stories are
used for the CS task while 80% of the stories are for the EI task in a
mini-batch. The learning rate is 2e-5 and the model is trained for 3
epochs. For fine-tuning the model, the batch size is set to 16 and
the learning rate is 2e-5. We use Adam [11] to optimize the model
for both self-supervised tasks and the fine-tuning task.

3.2 Overall Performance
We compare our self-supervised model with previous state-of-the-
art models in Table 2. Our model outperforms all the previous
models and achieves a 62.31% accuracy, which is 3.65% higher than
the state-of-the-art. We attribute the success of our model to the
two self-supervised tasks which both endow the model with the
ability to differentiate a proper ending from an improper ending.

Surprisingly, our model achieves competitive performance com-
pared to the previous models which are trained with the whole

Models Accuracy (%)
PMI [2] 30.52
BiGram [9] 29.67
EventComp [7] 49.57
SGNN [13] 52.45
PairLSTM [20] 55.12
SAM-Net [14] 54.48
Lv et al. [15] 58.66
Our self-supervised (10% data) 55.25
Our self-supervised (Whole data) 62.31

Table 2: Comparison with previous state-of-the-art models.
10% datameans fine-tuning ourmodel on 10% of the training
data of script event prediction task and whole data means
using all the training data.

Method Accuracy (%)
BERT-base 58.61
+Contrastive Scoring 61.89
+End Identification 61.64
+Multi-Task 62.31

Table 3: Ablation study over the two self-supervised tasks.

dataset by using just 10% of the training data, which shows that
our self-supervised method can substantially reduce the need for
human-annotated data which is often expensive to obtain.

3.3 Ablation over the two Self-Supervised
Tasks

We study the effect of the two self-supervised tasks in Table 3. Both
the EI and CS achieve higher performances than the original model
which doesn’t conduct self-supervised task. This demonstrates that
both our self-supervised tasks are helpful for the script event pre-
diction task. Higher performance is achieved when we jointly train
the two self-supervised tasks by multi-task learning, which demon-
strates that combining the two tasks can further help the script
event prediction task.
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3.4 Varying Amounts of Supervised Data
We explore how fine-tuning scales with human-annotated data size,
by varying the amount of human-annotated training data the model
has access to. We plot Accuracy with respect to the amounts of
human-annotated script event prediction data for fine-tuning in
Figure 3. Our self-supervisedmodel improves performance consider-
ably when limited gold human-annotated training data is available,
but those gains diminish with more high-quality human-annotated
data. Using only 30% of the labeled data, our approach already
achieves comparable performance than the previous state-of-the-art
method using 100% of the human-annotated training data, demon-
strating that our self-supervised tasks are particularly useful on
small datasets.

Figure 3: The impact of supervised training data size to
script event prediction.

3.5 Error Analysis
The error of our model is mainly caused by two reasons:

The first is that some events in the chain contain too little infor-
mation to predict the correct subsequent event: an event is repre-
sented by four components v(a0,a1,a2), and sometimes an event
may have less than four components. For quantitative measure-
ment, we analyze the widely used New York Times corpus for script
event prediction task and show the statistics in Figure 4. Events
with only two components accounted for 28.88% of the total num-
ber of events, and there are even 0.16% of events with only one
component. What’s worse, some events contain noises due to the
automatic construction of the dataset, which makes predicting the
correct subsequent event more challenging.

The second kind of error comes from the discrepancy between
the distributions of gold script event prediction data and the self-
supevised data. Although the two self-supervised tasks match the
goal of script event prediction task, the discrepancy between the
data distributions of the self-supervised tasks and the supervised
task will still introduce some errors.

Figure 4: Proportion of events containing different numbers
of components in the dataset.

4 RELATEDWORK
Script Event Prediction. Script event prediction was first pro-
posed by Chambers and Jurafsky [2], they proposed a statistical
model to learn the cooccurrence between events for predicting
the subsequent event. Subsequently, Granroth-Wilding and Clark
[7] presented a neural network that simultaneously learns word
embedding and composition function. In order to integrate order
information and event relation, an LSTM based model [20] was
proposed. Different from the above work, Li et al. [13] constructed
event graph instead of event chains for the task of script event
prediction.

Self-Supervised Learning. A variety of self-supervised learn-
ing tasks [5, 6, 10] have been proposed in computer vision do-
main and achieved impressive results. Self-supervised learning is
also used in natural language processing domain, for example, to
learn word embedding [16] and language model [1]. Tasks such as
next sentence prediction [4] and sentence order prediction [12] are
proposed to learn better representations that greatly improve the
performances of downstream tasks. Motivated by the success of self-
supervised learning, we propose two self-supervised tasks to help
the model better differentiate a proper ending from an improper
ending for script event prediction.

5 CONCLUSION
In this paper, we propose two self-supervised tasks and leverage
multi-task learning to jointly train the model for script event pre-
diction to handle the training data bottleneck. Experimental results
show that our model trained with 10% of the training data can
achieve competitive performance compared to the previous models
which are trainedwith the whole dataset. Further, our model trained
on the whole dataset outperforms previous methods (trained with
the whole dataset) significantly.
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