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   Abstract—As a crucial data preprocessing method in data min-
ing, feature selection (FS) can be regarded as a bi-objective opti-
mization  problem  that  aims  to  maximize  classification  accuracy
and minimize the number of selected features. Evolutionary com-
puting  (EC)  is  promising  for  FS  owing  to  its  powerful  search
capability.  However,  in  traditional  EC-based  methods,  feature
subsets are represented via a length-fixed individual encoding.  It
is  ineffective  for  high-dimensional  data,  because  it  results  in  a
huge search space and prohibitive training time.  This work pro-
poses a length-adaptive non-dominated sorting genetic algorithm
(LA-NSGA)  with  a  length-variable  individual  encoding  and  a
length-adaptive  evolution  mechanism  for  bi-objective  high-
dimensional FS. In LA-NSGA, an initialization method based on
correlation  and  redundancy  is  devised  to  initialize  individuals  of
diverse  lengths,  and  a  Pareto  dominance-based  length  change
operator is  introduced to guide individuals to explore in promis-
ing  search  space  adaptively.  Moreover,  a  dominance-based  local
search method is employed for further improvement. The experi-
mental  results  based  on  12  high-dimensional  gene  datasets  show
that the Pareto front of feature subsets produced by LA-NSGA is
superior to those of existing algorithms.
    Index Terms—Bi-objective  optimization,  feature  selection  (FS),
genetic algorithm, high-dimensional data, length-adaptive.
  

I.  Introduction

IN a big data era, it is increasingly common for a data min-
ing task to deal with high-dimensional data with thousands

of or even more features (e.g., in bioinformatics) [1]. In these
cases, there are usually many irrelevant or redundant features
that not only result in much more training time but also reduce
the classification performance. Feature selection (FS), aiming

to  select  a  subset  of  relevant  features  from the  original  ones,
can be effective to address this issue and thus plays an impor-
tant role in data mining [2].

In the past  few decades,  many FS methods were proposed.
They can be roughly divided into filter,  wrapper  and embed-
ded  ones  [3].  Filter  methods  use  intrinsic  characteristics  of  a
dataset to evaluate features and do not rely on a specific clas-
sifier.  For  example,  the  Relief  method  [4]  calculates  a  dis-
tance-based  weight  for  each  feature,  and  features  with  larger
weights  are  regarded  to  be  more  relevant  to  the  class  label.
Wrapper  methods  utilize  a  given  classifier  as  a  black  box  to
score a feature subset according to its predictive power. They
usually achieve higher classification accuracy but  incur more
runtime  on  the  other  side.  Their  main  challenge  is  how  to
search  a  feature  subset  efficiently  from  a  total  of  2n feature
subsets,  where n is the number of features in the dataset.  For
example,  the  sequential  feature  selection  (SFS)  method  [5]
starts  with  an  empty  set  and adds  one  feature  individually  in
each step which gives the highest value for the objective func-
tion.  Embedded  methods  perform FS  in  the  process  of  train-
ing.  Decision  trees  [6],  [7]  and  Lasso  regression  [8]  are  two
classical embedded methods.

Traditionally,  FS  is  mainly  resolved  as  a  single-objective
optimization problem for classification accuracy. However,  it
is  actually  a  bi-objective  one  as  it  has  two  essential  compet-
ing  goals:  maximizing  accuracy  and  minimizing  the  number
of  used  features.  Up  to  now,  some  methods  have  been  pro-
posed  based  on  multi-objective  evolutionary  algorithm
(MOEA) to optimize these two conflicting objectives simulta-
neously:  A  population  of  individuals  are  evolved  iteratively
and  at  the  end  a  set  of  non-dominated  individuals  (a.k.a.,
Pareto  front)  is  returned  [9]−[11].  For  example,  Hamdani
et  al. [9]  follows  the  classical  MOEA  framework  NSGA-II
(non-dominated sorting genetic algorithm II) [12] to optimize
these two objectives, and the experimental results on five low-
dimensional  datasets  show  that  it  achieves  a  good  balance
between  minimizing  the  number  of  features  and  maximizing
the accuracy.

However,  existing  MOEA-based  bi-objective  FS  methods
adopt  a  length-fixed  individual  encoding  to  represent  feature
subsets. In other words, the length of each individual is set to
the feature dimension and remains constant in the entire evo-
lutionary process. For low dimensional data with tens or hun-
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dreds  of  features,  such  representation  may  work  well.  How-
ever,  when  applied  to  high-dimensional  data,  it  results  in  a
huge amount of memory overhead and training time. In addi-
tion, it leads to loss of population diversity and its search effi-
ciency deteriorates because of  too huge search space.  For bi-
objective  high-dimensional  FS,  the  number  of  used  features
and  classification  accuracy  may  be  not  in  complete  conflict,
i.e., reducing the number of used features may increase accu-
racy. The length-fixed encoding usually yields subsets with a
large  number  of  used  features,  and  is  hence  unable  to  make
some individuals focus on small fruitful search space.

This  paper  proposes  a  length-adaptive  non-dominated  sort-
ing  genetic  algorithm  (LA-NSGA)  based  on  the  NSGA-II
framework  for  bi-objective  high-dimensional  FS.  Since  more
relevant  features  are  more  likely  to  be  selected,  it  first  rear-
ranges  features  decreasingly  according  to  their  relevance  to
the  class  label.  Based  on  a  length-variable  individual  encod-
ing,  it  then  initializes  a  population  of  individuals  of  diverse
lengths  based  on  correlation  and  redundancy.  Equipped  with
length-adaptive  genetic  operators  including  a  dominance-
based  length  change  operator,  LA-NSGA  enables  the  evolv-
ing individuals to concentrate on smaller but more promising
search area adaptively. Besides, a local search based on Pareto
dominance is introduced for improving promising individuals
further.  As  the  first  bi-objective  FS  method  with  a  length-
adaptive  evolution,  LA-NSGA  is  compared  with  existing
methods  based  on  12  high-dimensional  gene  datasets.  The
experimental results demonstrate that LA-NSGA outperforms
them as it can achieve a higher hypervolume value.

In  a  nutshell,  this  work  aims  to  make  the  following  novel
contributions:  1)  This  work  proposes  a  novel  bi-objective
high-dimensional  FS method by using a length-adaptive evo-
lution  mechanism for  the  first  time;  2)  It  performs  extensive
experimental  evaluations  to  verify  the  significant  superiority
of the proposed method to existing ones.

The  remaining  of  this  paper  is  organized  as  follows.
Section II reviews related work on FS and introduces prelimi-
naries  on  MOEA.  Section  III  presents  the  proposed  method
and Section IV describes the experimental results and analysis.
Section V concludes the paper and points out future work.  

II.  Related Work and Preliminaries

FS selects some key features that can retain the valid infor-
mation of a dataset, and removes irrelevant or redundant ones,
thereby reducing the data used for training.  As a crucial  data
preprocessing  method,  there  exist  some  comprehensive  sur-
veys  about  FS [1],  [2]  and [13].  In  the  following,  we review
literature  on  high-dimensional  feature  selection  and  multi-
objective one as the research topic considered in this paper is
an intersection of them. In addition, we introduce preliminar-
ies of MOEA.  

A.  High-Dimensional Feature Selection
In a big data era, the curse of dimensionality has become a

severe challenge to the application of data mining technology.
FS is a critical method able to address this issue, especially for
high-dimensional  datasets.  Traditional  FS  methods  can  be

directly applied to high-dimensional datasets, but their perfor-
mance  is  in  general  worse  than  that  of  the  FS  methods  spe-
cific  to  high-dimensional  datasets  according to [14].  Existing
high-dimensional  FS  methods  mainly  consider  the  classifica-
tion  accuracy  as  their  sole  optimization  objective  and  can  be
roughly divided into filter and wrapper methods.

In the area of filter ones, Yu and Liu [15] propose a fast cor-
relation-based filter method (FCBF) for high-dimensional FS.
It  first  sorts  features  in  descending  order  of  correlation,  and
then removes redundant features based on the introduced con-
cept  of  predominant  features.  Sun et  al. [16]  use  local  learn-
ing  to  decompose  an  arbitrarily  complex  nonlinear  problem
into  multiple  locally  linear  ones,  and  then  learn  feature  rele-
vance  globally  for  high-dimensional  data  analysis.  Bommert
et al. [17] analyze 22 filter methods based on 16 high-dimen-
sional  datasets  in  terms  of  runtime  and  accuracy  and  the
results show that the best filter methods differ among the data
sets.  Lee et  al. [18]  propose  a  multivariate  feature  ranking
method for high-dimensional microarray data,  where Markov
blanket  (MB)  is  adopted  to  perform  redundancy  analysis  for
feature sorting.

Evolutionary  computing  (EC)  is  widely  used  for  high-
dimensional  wrapper  FS.  Garcia-Torres et  al. [19]  propose  a
variable  neighborhood  search  metaheuristic  for  high-dimen-
sional FS, where features are grouped through MB to improve
search  effectiveness.  Similarly,  a  competitive  swarm  opti-
mizer  with  an  archive  technique  in  [20]  and  a  two-stage
hybrid ant colony optimization in [21] are proposed for solv-
ing  this  problem.  To  enable  EC  methods  to  handle  high-
dimensional datasets more flexibly, Tran et al. [22] develop a
length-variable  particle  swarm  optimization  (PSO)  method,
where  particles  with  different  lengths  are  first  initialized  and
then  shortened  gradually  in  an  iterative  process.  Similarly,  a
length-variable  representation  is  used  for  EC-based  FS  on
high-dimensional  data  in  [23],  [24].  In  [23],  an  individual  is
represented with a length-variable list of feature indexes while
in [24] it is a length-variable list of binary values. These stud-
ies  [22]−[24]  demonstrate  that  EC methods  with  length-vari-
able  encoding  perform  effectively  in  high-dimensional
datasets  as  it  can  reduce  the  search  space,  thereby  saving
memory overhead and training time.  

B.  Multi-Objective Feature Selection
Recently, more and more studies treat FS as a multi-objec-

tive optimization problem to optimize accuracy, the number of
used features, and some other objectives. They usually employ
MOEAs to handle it. In the following we use bi-objective FS
to  specifically  refer  to  studies  only  considering  accuracy and
feature  count,  and  multi-objective  FS  if  over  two  objectives
are considered.

Genetic algorithm-based MOEAs are the most widely used
for  multi-objective  FS [25].  For  example,  Hamdani et  al. [9]
first  uses  NSGA-II  [12]  for  bi-objective  FS,  and  the  results
show  that  the  quality  of  the  Pareto  optimal  solutions  can  be
ameliorated  continuously.  Li et  al. [26]  investigate  how  to
select  key  quality  characteristics  of  unbalanced  production
data  and  define  an  FS  problem  to  optimize  3  performance

GONG et al.: A LENGTH-ADAPTIVE NON-DOMINATED SORTING GENETIC ALGORITHM FOR BI-OBJECTIVE HIGH-DIMENSIONAL FS 1835 



measures including geometric mean, F1 score and accuracy as
well as the feature count. Then, a hybrid method combining a
genetic algorithm (GA) with direct multi-search is proposed to
handle it. Xue et al. [27] propose a multi-objective binary GA
with  an  adaptive  crossover  operator.  Specifically,  it  selects  a
crossover  operator  by  probability  from  five  candidate
crossover  operators,  and  the  selection  probability  for  each
candidate relies on the number of solutions it produces which
survive  to  the  next  generation.  A  problem-specific  NSGA-II
method  (PS-NSGA)  is  proposed  for  minimizing  three  objec-
tives  of  FS,  i.e.,  accuracy,  feature  count  and  a  specific  dis-
tance metric [28]. An accuracy-preferred domination operator
is  employed,  and  the  most  proper  feature  subset  from  the
obtained Pareto front is returned. In [29], a duplication analy-
sis-based EC method is proposed for bi-objective FS in classi-
fication. It improves the NSGA-II framework in three aspects:
reproduction,  duplication  analysis  and  diversity-based  selec-
tion.

PSO is  also  widely  used for  multi-objective  FS.  Xue et  al.
[30]  propose  two  multi-objective  PSO methods  to  search  for
PF  based  on  the  ideas  of  non-dominated  sorting,  crowding,
mutation, and domination. A cost-based FS problem is consid-
ered in [31], which aims to maximize the classification perfor-
mance  and  minimize  the  cost  associated  with  features.  A
multi-objective  PSO  method  integrating  probability-based
encoding  and  a  hybrid  operator  is  proposed.  Amoozegar  and
Minaei-Bidgoli  [32]  propose  a  multi-objective  PSO-based
method  with  a  feature  ranking  mechanism  to  improve  the
quality  of  the  archive  set.  A  flexible  cut-point  PSO  is  pro-
posed  in  [33]  to  optimize  accuracy,  feature  count  and  a  dis-
tance  metric.  An  arbitrary  number  of  cut-points  can  be
selected  for  data  discretization.  Rashno et  al. [34]  propose  a
PSO-based bi-objective  FS method,  where  both  particles  and
features are ranked to update PSO particles.

Some  other  metaheuristics  are  also  used,  e.g.,  differential
evolution  [35],  [36],  artificial  bee  colony  (ABC)  [37],  [38],
and  salp  swarm  algorithm  [39].  Zhang et  al. [35]  propose  a
binary  differential  evolution  algorithm  with  a  self-learning
strategy for multi-objective FS (MOFS-BDE), where a binary
mutation  operator  based  on  probability  difference  is  used.  In
[36], a multi-objective FS method based on differential evolu-
tion  is  designed  for  recognizing  facial  expression.  In  [37],  a
fast  multi-objective  FS  method  based  on  ABC  is  proposed,
where  a  parameter-free  particle  update  model  is  embedded.
Similarly,  an  FS  method  based  on  a  multi-objective  ABC
algorithm  integrated  with  non-dominated  sorting  and  genetic
operators  is  proposed  in  [38].  In  [39],  the  salp  swarm  algo-
rithm is used for multi-objective FS and multiple leader salps
are set  in addition to multiple subgroups to improve the con-
vergence ability of the optimal solution.  

C.  Preliminaries of MOEA
Formally,  an  optimization  problem  with m objectives

needed to be minimized can be defined as
 

min F(x) = ( f1(x), f2(x), . . . , fm(x)), x ∈Ω (1)
where x represents decision variables and Ω is decision space.

Generally,  it  is  impossible to find a solution with m objec-
tive values all being the minimum because the objectives usu-
ally  contradict  with  each  other  [10].  Hence,  we  have  to  bal-
ance them and search for the best tradeoffs among the objec-
tives in terms of Pareto dominance.  Specifically,  a solution x
has a Pareto dominance relation over y if
 

∀i ∈ {1,2, . . . ,m} fi(x) ≤ fi(y)

∧∃ j ∈ {1,2, . . . ,m} f j(x) < f j(y). (2)
A Pareto optimal solution means that it is not dominated by

any  other  one,  and  the  Pareto  front  (PF)  consists  of  all  the
Pareto optimal solutions. Since it is usually extremely hard to
obtain  the  true  PF,  MOEAs  are  widely  employed  to  find  an
approximate one.

As the most classic Pareto dominance-based MOEA frame-
work,  NSGA-II  introduces  two  effective  selection  mecha-
nisms  to  form a  new population  in  order  to  guide  the  evolu-
tion  toward  the  optimal  PF,  i.e.,  non-dominated  sorting  and
crowding  distance  (CD)  [12].  The  former  divides  a  popula-
tion  of  individuals  into  several  ranked  non-dominated  fronts
based  on  the  Pareto  dominance  relation. Fig. 1 illustrates  an
example of non-dominated sorting with two objectives, where
a population P of 15 individuals are divided into 3 subsets R1,
R2 and R3 through non-dominated sorting. R1 is  the  PF of P,
R2 is  the  PF  of  the  set P-R1 and R3 is  that  of P-R1-R2.  The
crowding distance of an individual is calculated as the density
of individuals surrounding it and is used for preserving diver-
sity (e.g., in Fig. 1, xi’s CD value is measured via the area of
the  dotted  rectangle).  When  selecting  individuals  to  form  a
new population  for  evolution,  NSGA-II  prefers  the  individu-
als  with  a  lower  rank  or  with  a  larger  CD  value  when  their
ranks are the same.
 

xi

R3

R2

R1

f1

f2

 
Fig. 1.     Example of non-dominated sort.  

III.  Proposed Method

FS aims to use as few features as possible to achieve higher
classification accuracy. Since a dataset is usually class-imbal-
anced,  we  specifically  consider  the  following  two  objectives
for  FS:  the  balanced  classification  error  rate  and  the  propor-
tion of selected features, i.e.,
 

f1 =
1
c

c∑
i=1

ηi (3)
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f2 =
|Fused|

n
(4)

where c is  the  number  of  classes  in  a  dataset, ηi denotes  the
false positive ratio for the ith class, Fused stands for the set of
selected features, and n is the number of all features. We can
see that in this problem, a solution x is said to dominate solu-
tion y if x has a lower error rate and uses fewer features than y.

This section presents the proposed method LA-NSGA based
on  NSGA-II  for  bi-objective  FS,  as  shown  in Fig. 2.  It  first
initializes  a  population P of  individuals.  Then  an  evolution
process  iterates  until  the  termination condition is  met  (e.g.,  a
specified iteration number is reached). In each iteration, indi-
viduals  in P are  evaluated  in  terms  of  the  two  objectives.
Next,  non-domination  rank  and  crowding  distance  are  calcu-
lated  for  each  individual  based  on  NSGA-II.  A  tournament
selection operator is used to select individuals from P as par-
ents  based  on  their  ranks  and  CD values,  and  genetic  opera-
tors including length change, mutation and crossover are car-
ried out to yield offspring. This step repeats until a new popu-
lation Q with the same size as P is  constructed. After that, P
and Q are  combined and a  half  of  individuals  from them are
selected to form a new population P by comparing their ranks
and CD values. Then, a local search is carried out for improv-
ing P.  When the termination condition is  met,  the non-domi-
nated individuals in P are returned as the output.
 

Initialize a population P of
individuals

Evaluate individuals in P

Calculate rank and CD
values of individuals in P

Return non-dominated
solutions in P

Yes

Generate a new population
Q via genetic operators

Form a new population P
based on P and Q

Local search

No

Terminate?

 
Fig. 2.     Flowchart of LA-NSGA.
 

Length-variable  individual  encoding  and  initialization  in
LA-NSGA are next introduced. Length-adaptive genetic oper-
ators  are  then  described.  A  Pareto  dominance-based  local
search  method  is  explained.  Finally,  the  complexity  analysis
of  LA-NSGA is  given. Table I summarizes  the key notations
used in this section.  

A.  Individual Encoding and Initialization
Individual  encoding  in  GA  determines  how  an  individual

represents a candidate solution for a given problem. For FS, a
subset of features is encoded as an individual through an array
of  binary  genes,  where “1” indicates  that  the  corresponding
feature is selected and “0” indicates not. For instance, an indi-

vidual with a binary array of 01001 means that the second and
fifth features are selected whereas the others are not.

Traditional  EC-based methods [9],  [30] for  bi-objective FS
use  length-fixed  individual  encoding.  In  this  manner,  the
length of all individuals is set to the feature dimension and all
features are treated equally by an evolutionary process. How-
ever,  as  features  more  relevant  to  the  class  label  are  more
likely  to  be  selected,  it  is  preferable  to  differentiate  them  in
evolution,  especially  for  high-dimensional  datasets.  Hence,
length-variable  individual  encoding  based  on  relevance  is
adopted  in  LA-NSGA,  where,  individuals  can  have  diverse
lengths.  To  support  this  encoding,  features  are  first  rear-
ranged  in  a  decreasing  order  according  to  their  relevance.
Symmetric  uncertainty  (SU)  is  adopted  to  measure  relevance
here as it well suits for classification. Formally, SU of feature
Fi with the class label C is calculated as
 

S U(Fi,C) =
2× IG(Fi,C)
H(Fi)+H(C)

(5)

 

IG(Fi,C) = H(Fi)−H(Fi|C) (6)
where H(Fi) represents the entropy of Fi, H(Fi|C) is the condi-
tional entropy of Fi given C, and IG(Fi, C) is the information
gain  of Fi and C. SU(Fi)  ranges  in  [0,1],  and  a  larger  value
indicates a higher relevance.

To  evaluate  an  individual,  the  proportion  of  selected  fea-
tures can be directly obtained by counting “1” in it and for the
error  rate  objective,  any  classification  algorithm  can  be  uti-
lized for assessment such as K-nearest neighbors (KNN) [40].

1)  Individual  Initialization: To  initialize  a  population  of
length-variable  individuals,  two  issues  need  to  be  addressed:
a) how to set the length of an individual; and b) how to set a
binary value of each gene in it. For the former, we determine
the  length  of  an  individual Xj according  to  its  index j in  the
population, feature dimension n, and population size p, i.e.,
 

L(X j) = round(n× j× p−1) (7)
where function round( )  maps a real  value to its  nearest  inte-
ger. By so doing, the whole search space is divided into multi-
ple subspaces and the search diversity is improved. Moreover,
a short individual only considers more relevant features and it
is easier for it to find a good solution.

For  the  latter,  a  simple  solution  is  to  randomly  set  each
binary  value  to “1” or “0” (i.e.,  selecting  the  corresponding
feature  or  not)  with  a  probability  of  0.5.  However,  a  high-
dimensional  dataset  usually  has  a  large  number  of  irrelevant

 

TABLE I 

Summary of Key Notations

Notation Description
Fi The ith feature of the dataset

C The class label of the dataset

n The number of features in the dataset

SU(Fi, C) The symmetric uncertainty between Fi and C

X An individual in LA-NSGA

P A population of individuals in LA-NSGA

L(X) The length of an individual in LA-NSGA
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or  redundant  features,  indicating  that  it  is  better  to  assign  a
different selection probability to each feature for initialization.
Hence, we introduce ρi to represent the selection probability of
Fi. It is set to 0.5 if i = 1 and otherwise it is calculated based
on Fi’s correlation and redundancy via
 

ρi =


S U(Fi,C)

S U(Fi,C)+S U(Fi,K)
, if |K| > 0

S U(Fi,C)
S U(F1,C)

, otherwise
(8)

S U
where K denotes  the  set  of  features  that  have  been  already
selected,  and the SU value (Fi, K),  representing the aver-
age redundancy between Fi and features in K, is calculated as
 

S U(Fi,K) =

∑
F j∈K S U(Fi,F j)

|K| . (9)

Based on the above settings, we can see that when |K|  > 0,
for a feature Fi except F1, it is selected with a higher probabil-
ity  if  its  correlation  with  the  label  is  larger,  and  its  redun-
dancy  is  smaller.  When  |K|  =  0,  it  indicates  that  all  features
ahead of Fi are not selected. In this case, ρi can only be calcu-
lated based on Fi’s  correlation with C.  Specifically,  it  is  nor-
malized  by  being  divided  by F1’s  correlation,  which  is  the
largest among all after rearrangement.

Algorithm 1  elaborates  the  individual  initialization  method
in LA-NSGA. The length of an individual is first  determined
via  (7),  and  then  each  gene  in  it  is  assigned  to “1” or “0”
according to ρi (Lines 3−10). Note that the function rand( ) in
Line 5 returns a random number between 0 and 1.

Algorithm 1 Individual Initialization

Input: index j, population size P, feature dimension n
Output: an individual X
1: construct a binary array X with a length obtained via (7);
2: K←{};
3: for i = 1; i ≤ L(X); i ++ do
4:　determine selection probability ρi;
5:　if rand( ) < ρi then
6:　　X[i]←1, add Fi to K;
7:　else
8:　　X[i]←0;
9:　end if
10:  end for
11:  return X;

  

B.  Genetic Operators
Genetic  operators  in  GA aim to  yield  offspring individuals

based  on  the  current  population.  Here,  we  present  the  length
change operator in LA-NSGA and explain how to specifically
tailor the traditional mutation and crossover operators in turn.

1)  Pareto  Dominance-Based  Length  Change  Operator: A
length change operator is introduced to improve the diversity
of a population and encourage individuals to explore a smaller
but more fruitful search area adaptively. Its detail is described
in Algorithm 2. It uses two individuals X and Y with different
lengths as input, and without losing generality we assume that

L(X)  < L(Y).  First,  a  length  factor l is  determined  randomly
based  on  the  difference  of L(X)  and L(Y).  Next, X and Y are
compared  for  length  changing  (Lines  2−10):  if X is  more
preferable  than Y,  it  indicates  that  a  short  length  is  more
promising,  and Y is  shorten by l dimensions (Lines 2 and 3);
otherwise, X is  extended  by l dimensions  (Lines  4  and  5).
Note  that  in  a  Pareto  dominance-based  MOEA  framework,
individuals are more preferable when they have a lower rank
or a larger CD value in the case of the same rank.

Algorithm 2 Length Change Operator

Input: individuals X and Y
Output: a new individual
1: l←rand( ) × (L(Y) − L(X));
2: if X is more preferable than Y then
3:　shorten Y by l dimensions;
4: else
5:　extend X by l dimensions;
6: end if
7: return X or Y;

To shorten X by l dimensions, we can simply cut off X’s last
l genes. To extend X, a similar implementation is to append l
genes with random binary values. However, this implementa-
tion neglects the information of the population on these l fea-
tures.  To  make  full  use  of  the  information  from  the  popula-
tion, we introduce a competition mechanism to extend an indi-
vidual, in which the value of each newly added gene is deter-
mined by competition. Precisely, to append the ith gene to X,
we first randomly pick two distinct individuals Y1 and Y2 from
the population whose length is not shorter than i. Then, the ith
gene  of  the  better  one  between Y1 and Y2 is  copied  and
appended to X. This method is realized in Algorithm 3.

Algorithm 3 Competitive Length Extension

Input: individual X, length l
Output: a new individual
1: for i = L(X) + 1 to L(X) + l do
2:　　 randomly  pick  two  individuals Y1 and Y2 which  are  not

shorter than i;
3:　　if Y1 or Y2 is null then
4:　　　add a random binary gene to X;
5:　　else if Y1 is more preferable than Y2 then
6:　　　add the ith gene of Y1 to X;
7:　　else
8:　　　add the ith gene of Y2 to X;
9:　　end if
10: end for
11: return X;

Fig. 3 gives two examples of  competitive length extension,
where the dimension of an individual X is expanded from 3 to
4.  Firstly,  two  longer  individuals Y1 and Y2 are  randomly
selected from the population. In Fig. 3(a), Y2.Rank < Y1.Rank,
and  thus  the  4th  gene  of Y2 is  copied  and  added  to X.  In
Fig. 3(b), Y1 and Y2 have  the  same  rank  but Y1.CD is  larger,
and thus the 4th gene of Y1 is copied and added to X.

2) Mutation and Crossover Operators: In GA, the mutation
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operator  is  used  to  maintain  genetic  diversity  in  the  popula-
tion and the crossover operator combines the genetic informa-
tion of parent individuals to produce offspring individuals.  A
standard one-point mutation is adopted in LA-NSGA: A gene
in an individual is randomly selected and its value is flipped,
i.e., “1” is flipped to “0” and vice versa. In LA-NSGA, when
two  parents  are  fortunate  to  be  of  the  same  length l,  a  stan-
dard  one-point  crossover  is  employed:  a  crossover  point μ is
randomly chosen from 1 to l, and genes to the right of μ on the
two parents  are  swapped to  generate  offspring.  Nevertheless,
it is more common that the lengths of the two parents X and Y
are different.  Assuming that L(Y)  ≥ L(X), μ is  randomly cho-
sen  from 1  to L(X)  and  then  a  one-point  crossover  is  carried
out between them.  

C.  Pareto Dominance-Based Local Search
To  improve  the  convergence  of  a  population  towards  the

true PF, local search based on Pareto dominance is devised in
LA-NSGA  as  realized  in  Algorithm  4.  For  each  non-domi-
nated individual X in P, a new individual X' is generated based
on  it  via  an  individual  local  search,  which  adds  or  removes
features via flipping as done in [22] and [24]. If X dominates
X',  it  means  that  this  attempt  of  individual  local  search  fails
(Lines 5 and 6). By contrast, if X' dominates X, X is replaced
by X' as the latter is better than X (Lines 7 and 8). If they do
not  dominate  each  other, X' is  added  to  a  temporary  individ-
ual  set T (Lines  9  and  10).  The  above  procedure  is  repeated
for several times for each non-dominated individual and when
it finishes, P is combined with T and the best individuals from
them are obtained via non-dominated sorting and CD to form
a new population P.

Fig. 4 gives  an  example  of  this  local  search  procedure,
where  the  red  circles  represent  non-dominated  individuals  in
P. The four new individuals X1, X2, X3 and X4 (yellow circles)
are generated via performing individual local search on X.  In
this  case, X1 is  used  to  replace X, X2 is  directly  discarded
because of being dominated by X, and X3 and X4 are put into T
as candidates.

Algorithm 4 Pareto Dominance-Based Local Search

Input: population P
Output: a new population
1: T ={};
2: for each non-dominated individual X in P do
3:　while attempt criterion is met do
4:　　perform individual local search on X to have X';
5:　　if X dominates X' then
6:　　　continue
7:　　else if X' dominates X then
8:　　　X←X';
9:　　else
10:　　　add X' to T;
11:　　end if
12:　end while
13: end for
14: form a new population P from P∪T;
15: return P;

  

D.  Complexity Analysis

O(n′)

Let m and n represent  the  number  of  examples,  and  the
number  of  features  in  a  dataset,  respectively,  and n', g and p
represent the average length of an individual, maximum itera-
tion  count,  and  population  size  in  LA-NSGA,  respectively.
The  computational  complexity  of  LA-NSGA mainly  consists
of individual evolution and individual evaluation. For the for-
mer,  the  genetic  operators  of  crossover,  mutation  and  length
change require a time complexity of , and in each itera-
tion  calculating  non-dominated  ranks  and CD values  of  indi-
viduals  require  a  time  complexity  of  O(p2).  For  the  latter,
assuming that KNN (K = 1) is used to evaluate the classifica-
tion performance,  it  takes  O(m2×n')  to  use  a  KNN model  for
evaluating error rates, and O(n') to obtain the number of used
features. Hence, we can conclude that error rate evaluation is
the main contributing factor, and without considering the local
search, the overall complexity of LA-NSGA is O(g×p×m2×n').

Note  that  a  length-fixed  EC-based  FS  method  requires  a
complexity of O(m2×n) for error rate evaluation. In LA-NSGA
n' is much less than n for a high-dimensional dataset, and thus
it is able to outperform length-fixed methods in terms of com-
putation time.  

IV.  Empirical Studies

In  this  section,  the  performance  of  LA-NSGA  is  tested
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against existing bi-objective FS methods on high-dimensional
datasets.  Experimental  settings  and  results  are  described  in
turn.  

A.  Experimental Setup
The proposed LA-NSGA is implemented via the Weka plat-

form1, and evaluation experiments are run on a PC with Intel
Core  i7-9700K  CPU@3.6  GHz  and  16  GB  RAM,  Windows
10, and Java SE 10.

Twelve  publicly  available  high-dimensional  gene  datasets
are  used to  conduct  experiments2. Table II lists  their  detailed
information  including  the  numbers  of  features,  instances  and
class labels as well as the percentages of smallest and largest
classes. We can see that these high-dimensional datasets have
thousands  or  tens  of  thousands  of  features  but  only  a  few
instances, and most of them are class-imbalanced. The above
characteristics  make  it  quite  challenging  to  carry  out  FS  on
these datasets.
 

TABLE II 

The Description of Datasets

Dataset #Features #Inst. #Classes %Smallest class %Largest class

SRBCT 2308 83 4 13 35

Breast 2905 168 2 34 66

Leuk1 5327 72 3 13 53

DLBCL 5469 77 2 25 75

9Tumors 5726 60 9 3 15

Brain1 5920 90 5 4 67

NCI60 6114 61 9 7 15

Brain2 10 367 50 4 14 30

Prostate 10 509 102 2 49 51

CLL_SUB 11 340 111 3 10 46

11Tumors 12 533 174 11 4 16

Prostate2 12 625 88 2 43 57
 
 

We further use the t-distributed stochastic neighbor embed-
ding algorithm (t-SNE) [41] to visualize some of the datasets
(i.e.,  SRBCT,  Leuk1,  DLBCL,  9Tumors,  CLL_SUB  and
NCI60)  in  2  dimensions  in Fig. 5,  where  class  labels  of
instances are distinguished by color. We can see that the class
labels in SRBCT, Leuk1 and DLBCL seem relatively easy to
be  separated  while  the  distributions  of  9Tumors,  CLL_SUB
and NCI60 are roughly chaotic, making FS and classification
for these datasets extremely challenging.

The  hypervolume  (HV)  metric  (a.k.a.,  an S metric  or
Lebesgue  measure)  [42]  is  adopted  to  compare  the  perfor-
mance  of  bi-objective  FS  methods  here  as  it  is  the  most
widely-used  one  for  multi-objective  optimization  evaluation.
HV of a Pareto front Φ measures the portion of the objective
space  that  is  dominated  by  Φ  collectively.  Based  on  a  refer-
ence  point r which  is  dominated  by  all  solutions  in  Φ,  it  is
computed as
 

HV(Φ) = δ(∪|T |i=1vi) (10)

where δ denotes the Lebesgue measure, a standard method for
assigning  a  length,  area,  or  volume  to  a  subset  of  Euclidean
space,  and vi represents  Euclidean  space  formed  by  the ith
solution of Φ and r.  In our experiments, r is set to (1.0, 1.0),
indicating  a  solution  with  the  highest  error  rate  and  all  fea-
tures  used.  Therefore,  the  range  of  HV is  [0,  1]  and  a  larger
value  is  preferable,  indicating  that  the  non-dominated  solu-
tions are closer to the true PF.

10-fold  cross-validation  is  used  to  divide  a  dataset  into
training  and  test  sets.  Hence,  in  the  FS  process,  9  folds  are
used as the training set, and the remaining 1 fold is used as the
test set. KNN (K = 1) is used as the classifier to obtain the bal-
anced error rate.

LA-NSGA is compared with the following three methods:
1) SFS [5]: SFS starts with an empty feature subset and in

each step the remaining feature whose inclusion results in the
best score is included in the subset. This step is repeated until
the  classification  error  rate  does  not  decrease  any  longer.
Although  SFS  is  traditionally  used  as  a  single-objective  FS
method,  it  can  be  used  as  a  bi-objective  one  as  the  solutions
that it produces are all Pareto optimal.

2)  NSGA-II  [9]: The  NSGA-II  framework  is  used  to  opti-
mize the error rate and the number of used features in [9].

3) MOFS-BDE [35]: It is a recently proposed binary differ-
ential evolution algorithm with a self-learning strategy for bi-
objective  FS.  The  experimental  results  [35]  show  that  it  is
superior  to  methods  in  [30],  [38].  Similar  to  other  EC-based
bi-objective  methods  [9],  it  uses  a  length-fixed  individual
encoding.
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Fig. 5.     t-SNE results of some datasets.
 

  
1 https://www.cs.waikato.ac.nz/ml/weka/
2 https://file.biolab.si/biolab/supp/bi-cancer/projections/
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For the parameter settings of LA-NSGA, the maximum iter-
ation number (g) is set to 100. The population size (p) is set to
1/20  of  the  original  number  of  features,  and  its  lower  and
upper  limits  are  set  to  100  and  300,  respectively.  Crossover
rate (ρc), mutation rate (ρm), and length change rate (ρl) are set
to  0.8,  0.2  and  0.3,  respectively.  Local  search  is  only  per-
formed at odd iterations for non-dominated individuals in the
population  in  order  to  avoid  premature  convergence  and
reduce  training  time.  SFS  does  not  require  any  parameter
input, and parameters of NSGA-II and MOFS-BDE are set as
suggested  in  [9],  [35].  The  detailed  parameter  settings  are
listed in Table III. The stochastic MOEA-based algorithms are
executed  for  20  independent  runs,  and  for  each  dataset,  they
are run for 200 times (20 runs × 10 folds). Then, the average
results with standard deviations are reported.
 

TABLE III 

Parameter Setting

Algorithm Parameters setting

NSGA-II p = |F|/20, g = 100, ρc = 0.8, ρm = 0.2

MOFS-BDE p = 50, g = 300, ρc = 0.3, σ = 0.01, tloc=5

LA-NSGA p = |F|/20, g = 100, ρc = 0.8, ρm = 0.2, ρl = 0.3
  

B.  Experimental Results and Analysis
Table IV shows  the  experimental  results.  The  third  to  fifth

columns  list  the  average  training  time  (in  minutes),  the  best
HV value and the average one with standard deviation, respec-
tively.  The  best  results  in  these  columns  for  each  dataset  are
highlighted in bold. The last column S shows the results of the
Wilcoxon rank sum test of LA-NSGA against its peers with a
significance level of 0.05 [43]. “−”, “=” and “+” indicate that
LA-NSGA performs significantly better, similarly to and sig-
nificantly worse than the others, respectively.

1)  Performance: From Table IV we  can  observe  that
NSGA-II  has  the  lowest  HV  value  among  all.  Specifically,
NSGA-II  only  has  its  best  HV  value  greater  than  0.5  on
SRBCT, DLBCL, and Prostate, and only has the average HV
value  greater  than  0.5  on  SRBCT.  By  contrast,  for  SRBCT,
the mean HV values of MOFS-BDE, SFS, LA-NSGA are 0.2,
0.3,  and  0.4  higher  than  NSGA-II,  respectively.  NSGA-II
underperforms because it  adopts  a  length-fixed encoding and
is  difficult  to  produce  solutions  with  only  a  few  features  for
high-dimensional dataset.

Compared  with  NSGA-II,  MOFS-BDE  achieves  slightly
better performance and its HV value is higher on all datasets.
For datasets  with over 10 000 features (i.e.,  Brain2,  Prostate,
CLL_SUB,  11Tumors  and  Prostate2),  the  HV  difference
between MOFS-BDE and NSGA-II is less than 0.1 and for the
other datasets the difference is larger. This is mainly owing to
the  self-learning  strategy  of  MOFS-BDE,  which  further
reduces  the  number  of  features  selected  by  non-dominated
individuals.  However,  as  a  length-fixed  encoding-based
method, its HV value is lower than SFS and LA-NSGA.

For  all  12  datasets  SFS  achieves  higher  HV  values  than
NSGA-II  and  MOFS-BDE.  This  is  a  rather  surprising  result,
as  SFS  is  not  traditionally  regarded  as  a  bi-objective  FS
method but it outperforms the two bi-objective FS methods on

 

TABLE IV 

Experimental Results

Dataset Algorithm Time (min) Best Mean±Std S

SRBCT

SFS 0.41 0.8617 −

NSGA-II 8.0 0.5601 0.5511±0.006 −

MOFS-BDE 8.0 0.7727 0.7543±0.022 −

LA-NSGA 0.50 0.9993 0.9917±0.003

Breast

SFS 0.68 0.6417 −

NSGA-II 35.5 0.3907 0.3837±0.004 −

MOFS-BDE 35.4 0.5131 0.4931±0.014 −

LA-NSGA 1.4 0.7362 0.7177±0.014

Leuk1

SFS 1.3 0.9149 −

NSGA-II 44.7 0.4983 0.4841±0.009 −

MOFS-BDE 20.9 0.6458 0.6245±0.015 −

LA-NSGA 2.6 0.9287 0.9216±0.005

DLBCL

SFS 1.5 0.8330 −

NSGA-II 48.8 0.5025 0.4907±0.008 −

MOFS-BDE 23.1 0.6341 0.6100±0.014 −

LA-NSGA 2.2 0.9331 0.9053±0.017

9Tumors

SFS 3.2 0.4997 −

NSGA-II 31.1 0.2731 0.2621±0.008 −

MOFS-BDE 20.2 0.3473 0.3292±0.010 −

LA-NSGA 2.7 0.6991 0.6353±0.048

Brain1

SFS 3.2 0.7829 =

NSGA-II 69.7 0.4391 0.4273±0.016 −

MOFS-BDE 31.8 0.5619 0.5403±0.017 −

LA-NSGA 3.7 0.8413 0.7825±0.033

NCI60

SFS 3.6 0.4901 −

NSGA-II 35.3 0.3142 0.3098±0.004 −

MOFS-BDE 22.5 0.4502 0.3965±0.030 −

LA-NSGA 2.4 0.7185 0.6846±0.023

Brain2

SFS 6.2 0.7956 =

NSGA-II 64.8 0.4145 0.3763±0.025 −

MOFS-BDE 32.5 0.4501 0.4447±0.003 −

LA-NSGA 8.0 0.8365 0.8042±0.021

Prostate

SFS 6.0 0.8831 −

NSGA-II 125.4 0.5024 0.4884±0.008 −

MOFS-BDE 57.9 0.5789 0.5757±0.002 −

LA-NSGA 6.4 0.9707 0.9593±0.009

CLL_SUB

SFS 8.9 0.7904 −

NSGA-II 156.5 0.4262 0.4181±0.004 −

MOFS-BDE 75.5 0.4789 0.4626±0.010 −

LA-NSGA 10.7 0.8875 0.8350±0.041

11Tumors

SFS 27.5 0.7034 −

NSGA-II 392.6 0.4267 0.4187±0.005 −

MOFS-BDE 170.2 0.4810 0.4749±0.004 −

LA-NSGA 18.2 0.8924 0.8523±0.028

Prostate2

SFS 7.0 0.7772 −

NSGA-II 131.1 0.4218 0.4032±0.012 −

MOFS-BDE 62.1 0.4503 0.4380±0.011 −
LA-NSGA 5.9 0.8949 0.8689±0.017

 

GONG et al.: A LENGTH-ADAPTIVE NON-DOMINATED SORTING GENETIC ALGORITHM FOR BI-OBJECTIVE HIGH-DIMENSIONAL FS 1841 



high-dimensional datasets. Precisely, its average HV value on
Brain2,  Prostate,  Prostate2  and  CLL_SUB is  0.3  higher  than
that of MOFS-BDE. This is because SFS adopts an incremen-
tal search manner for feature subsets and uses accuracy as an
evaluation  function,  thereby  making  it  obtain  relatively  high
accuracy by using only a few features. Hence, in terms of the
optimal proportion of selected features (i.e., f2), SFS performs
much better  than NSGA-II  and MOFS-BDE as it  can always
achieves  the  optimum  on  this  objective  (i.e.,  1/n,  where n is
the  number  of  all  features)  whereas  the  two  length-fixed  EC
methods  get  stuck  easily  in  a  high-dimensional  space.  How-
ever, for the error rate objective, SFS is prone to falling into a
local  optimum  because  of  its  simple  search  strategy  and  its
HV value is lower than LA-NSGA. For example, on 9Tumors
and  NCI60,  its  HV  values  are  less  than  0.5,  while  those  of
LA-NSGA are 0.63 and 0.68, respectively.

LA-NSGA  achieves  the  highest  best  value  on  all  the  12
datasets.  According  to  the  Wilcoxon  statistical  test  results,
LA-NSGA is significantly better than its peers on 10 datasets,
and  only  shows  similar  performance  to  SFS  on  Brain1  and
Brain2.  This  implies  that  the  Pareto  front  returned  by  LA-
NSGA has better convergence and diversity than its peers.

It can be concluded that LA-NSGA achieves the best trade-
off between the two considered objectives.  This is due to the
following  four  mechanisms  of  LA-NSGA:  length-variable
encoding,  efficient  initialization,  a  dominance-based adaptive
length  change  operator,  and  dominance-based  local  search.
Based  on  the  length-variable  encoding  and  initialization
method, the number of used features in an initialized individ-
ual  is  largely  reduced.  Based  on  length  change  operator  and
local search, a length-adaptive evolution can be carried out.

2) Computation Time: As we can see from the third column
of Table IV, NSGA-II incurs the most runtime among the four
methods. For example, for 11Tumors, its runtime is 2.3, 14.2,
and 21.5 times that of MOFS-BDE, SFS, LA-NSGA, respec-
tively.  This  is  because  NSGA-II  does  not  have  any  heuristic
strategy to further reduce the number of used features.

SFS  runs  fastest  among  all  in  most  cases  because  SFS
selects a very small number of features, which greatly reduces
the training time. However, when the number of original fea-
tures is very large, SFS needs to perform evaluations of many
feature  subsets  when  selecting  the  next  feature  for  adding,
which  seriously  degenerates  its  execution  efficiency.  There-
fore,  on  11Tumors  and  Prostate,  it  runs  slower  than  LA-
NSGA.

In short, compared with NSGA-II and MOFS-BDE, the exe-
cution efficiency of  LA-NSGA is  greatly  improved owing to
its  length-adaptive  evolution.  Moreover,  its  initialization
method enables it to use fewer but more relevant features and
the selection mechanism based on NSGA-II it adopts enables
short individuals to have a greater survival probability because
of their short lengths and relatively low error rate.

3)  Effectiveness  Analysis: For  further  analysis, Fig. 6
depicts  the  PF  of  the  four  methods  on  datasets  9Tumors,
NCI60,  CLL_SUB  and  11Tumors,  where  the  x-axis,  using  a
base-10 log scale, represents the number of selected features,
the y-axis represents the error rate and a point in each plot rep-
resents  a  feature  subset.  We  can  see  than  NSGA-II  and

MOFS-BDE perform much worse than SFS and LA-NSGA in
terms of  the  optimal  PF,  i.e.,  using much more features  does
not help reduce the error rate. Compared with SFS, the PF of
LA-NSGA has better convergence and diversity. For example,
on 9Tumors and NCI60, LA-NSGA largely reduces the error
rate  by  using  slightly  more  features.  Note  that  for  a  feature
subset  containing  only  one  feature,  SFS always  performs the
best because it exhaustively tests each feature.

On  the  other  side,  to  verify  the  effectiveness  of  initializa-
tion  methods  and  local  search  in  LA-NSGA,  the  following
two  methods  are  used:  NSGA-II  and  a  LA-NSGA  variant
which  disables  local  search  (LA-NSGA-WO). Fig. 7 depicts
the average HV value on the training set of the three methods
during the evolution process, where x-axis represents the num-
ber  of  iterations,  and y-axis  is  HV.  A  higher  HV value  indi-
cates that the method performs better on the training set,  and
usually  also  achieves  better  performance  on  the  test  set.  As
shown in Fig. 7, the HV value of NSGA-II is much lower than
the  other  methods  throughout  the  evolution.  LA-NSGA  and
LA-NSGA-WO have  much  higher  HV values  than  NSGA-II
after initialization, verifying the effectiveness of the proposed
initialization method. The HV value of LA-NSGA rises faster
than  that  of  LA-NSGA-WO  in  the  early  iterations,  and  it  is
still  higher  than  LA-NSGA-WO  after  the  whole  evolution,
revealing  that  local  search  can  improve  the  convergence  and
diversity of PF.  

V.  Conclusions and Future Work

Aiming to select fewest features to achieve the highest per-
formance,  FS  can  be  regarded  as  a  bi-objective  optimization
problem.  This  paper  proposes  a  length-adaptive  non-domi-
nated sorting genetic algorithm called LA-NSGA for bi-objec-
tive  high-dimensional  feature  selection  for  the  first  time.
Based  on  the  NSGA-II  framework,  it  is  characterized  by  a
length-variable  encoding  and  a  length-adaptive  evolution
mechanisms.  Specifically,  LA-NSGA  uses  an  informative
individual  initialization  method  based  on  correlation  and
redundancy, and a length change operator to support a length-
adaptive evolution in addition to a tailored crossover operator.
Moreover,  a  dominance-based  local  search  is  designed  and
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Fig. 6.     The PF for each method.
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used to  further  improve the  convergence and diversity  of  the
Pareto  optimal  solutions.  Experimental  results  on  12  high-
dimensional gene datasets show that the Pareto front obtained
by LA-NSGA is superior to those of some existing methods.

Our  future  work  intends  to  focus  on  taking  additional  fac-
tors  (e.g.,  missing  labels  and  noise  data)  into  account,  and
applying the length adaptive mechanism to some other intelli-
gent  optimization  frameworks,  e.g.,  indicator-based  and
decomposition-based ones [44]−[53].
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