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   Abstract—As  wafer  circuit  widths  shrink  less  than  10  nm,
stringent quality control is imposed on the wafer fabrication pro-
cesses.  Therefore,  wafer residency time constraints  and chamber
cleaning operations are widely required in chemical vapor depo-
sition, coating processes, etc. They increase scheduling complexity
in cluster tools.  In this paper,  we focus on scheduling single-arm
multi-cluster  tools  with  chamber  cleaning  operations  subject  to
wafer  residency  time  constraints.  When  a  chamber  is  being
cleaned,  it  can  be  viewed  as  processing  a  virtual  wafer.  In  this
way, chamber cleaning operations can be performed while wafer
residency time constraints for real wafers are not violated. Based
on such a method, we present the necessary and sufficient condi-
tions to analytically check whether a single-arm multi-cluster tool
can  be  scheduled  with  a  chamber  cleaning  operation  and  wafer
residency time constraints. An algorithm is proposed to adjust the
cycle time for a cleaning operation that lasts a long cleaning time.
Meanwhile,  algorithms  for  a  feasible  schedule  are  also  derived.
And an algorithm is  presented for  operating  a  multi-cluster  tool
back to a steady state after the cleaning. Illustrative examples are
given  to  show  the  application  and  effectiveness  of  the  proposed
method.
    Index Terms— Chamber  cleaning,  multi-cluster  tools,  scheduling,
semiconductor manufacturing.
  

I.  Introduction

C LUSTER  tools  (CTs)  are  widely  used  in  multiple  wafer
fabrication processes such as etching, coating, and depo-

sition.  A  typical  CT  consists  of  several  processing  chambers
(PCs),  a transportation robot,  and two loadlocks (LLs) where
wafer  cassettes  are  loaded  and  unloaded.  The  robot  is
equipped  with  one  or  two  arms,  which  are  categorized  into
two kinds. One is a single-arm cluster tool, and the other is a
dual-arm cluster  tool.  A  single-arm robot  can  carry  only  one
wafer, while a dual-arm robot can carry two. A cluster tool is
so expensive that the equipment cost is more than half of the
total  investment  in  a  modern  semiconductor  foundry.  For
higher  throughput  and  more  complex  fabrication  demands,

two  or  more  CTs  are  connected  to  form  a  multi-cluster  tool
system  in  which  two  adjacent  CTs  are  linked  by  a  shared
buffer  chamber (BC) with a capacity of  one or  two for  hold-
ing  incoming  and  outgoing  wafers.  A  multi-cluster  tool  is
formed by K individual CTs in a linear or tree-like topology,
which is  also called a K-CT.  A linear  single-arm multi−clus-
ter tool (MCT) is illustrated in Fig. 1.

For a CT, the robot moving time between two PCs, or a PC
and LLs, is much shorter than the wafer processing time at a
PC  in  practice.  It  indicates  that  the  system  cycle  time  is
decided by the time taken for completing a wafer at the bottle-
neck step.  With  such  a  property,  it  is  said  that  a K-CT oper-
ates in a process-dominant mode. A backward strategy is opti-
mal for a process-bound single-arm MCT during a steady state
[1]−[3], while a swap strategy is efficient for a process-bound
dual-arm  CT  [4],  [5].  With  these  two  scheduling  strategies,
extensive studies on scheduling CTs have been done [6]−[11].

Some wafer fabrication processes are subject to strict wafer
residency  time  constraints  (WRTCs).  It  means  that  a  wafer
must be removed from a PC within a limited time after being
processed;  otherwise,  the  wafer  surface  may  be  damaged  by
the  residual  chemicals,  particles,  and  high  temperature  in  a
PC.  Owing  to  considerations  of  such  constraints  and  revisit-
ing  processes,  the  scheduling  problem of  a  multi-cluster  tool
differs from the robotic manufacturing systems [12]−[15]. The
robotic manufacturing system is configured in a linear layout
with  one  input  station  and  one  output  station;  however,  a
multi-cluster  tool  is  configured  in  a  circular  layout  with  the
same input  and  output  station,  LLs.  Due  to  the  above  differ-
ences,  the  methods  in  [12]−[14]  cannot  handle  the  deadlock
problem for a multi-cluster tool.

Combined  with  WRTCs,  extensive  studies  have  been  done
on  the  modeling,  scheduling,  and  performance  evaluation  of
single-arm CTs [16]−[22] and multi-cluster tools [23]−[29]. A
CT goes  through three  periods  sequentially  during the  whole
wafer fabrication: start-up, steady-state, and close-down ones.
The  first  and  last  ones  are  also  called  transient  states
[30]−[37].  Most  of  the  time,  a  CT  operates  in  a  steady  state
which is commonly seen in the semiconductor industry for its
easy  implementation.  Note  that  a  cleaning  requirement  is
neglected in the above studies.

As  wafer  circuit  widths  shrink  below  10  nanometers,
extremely  strict  quality  control  is  required  for  wafer  fabrica-
tion processes.  Residual  gases  and chemicals  remain in  a  PC
after  a  wafer  is  processed  over,  which  can  be  accumulated
inside  the  chamber.  When  such  accumulations  amount  to  a
given threshold, they are detrimental to the quality of the next
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wafer to be processed at this chamber. Consequently, a cham-
ber  needs  to  be  cleaned  after  it  finishes  processing d (also
called  cleaning  period)  wafers.  Chamber  cleaning  with  a
period d = 1 is called purge, which is widely used in etching,
chemical  vapor  deposition,  and  physical  vapor  deposition.
With  a  purge  operation,  some  methods  are  proposed  for
scheduling  single-arm  or  dual-arm  CTs.  In  [38]  and  [39],  a
search  method  is  presented  to  find  a  globally  optimal  sched-
ule  for  single-arm  or  dual-arm  CTs  with  partially  loading
wafers into parallel PCs at a step. In addition, with a partially
loading  strategy,  a  linear  programming-based  method  is  pro-
posed  to  check  the  schedulability  of  a  single-arm  CT  with
WRTCs. An algorithm is proposed to find a feasible schedule
[40].  Although  a  purge  operation  can  bring  quality  improve-
ment for wafer fabrication, it decreases the system throughput
due to frequent purge operations. In many scenarios, it is also
vital  to  employ  a  general  case  that  requires  a  chamber  to  be
cleaned  after  processing  a  given  number  of  wafers  (d > 1)
[41].  The  work  in  [42]  develops  heuristic  scheduling  strate-
gies and proposes methods that  can synchronize the different
cleaning periods for each step, which can meet more than one
cleaning  requirement  in  chambers.  The  residual  heat  and
chemical gases in a chamber can be measured accurately with
advanced sensor  technologies.  The work in  [42]  introduces  a
condition-based cleaning operation that is performed based on
the real-time status of a chamber. This type of cleaning opera-
tion starts a cleaning procedure right after a chamber finishes
processing a wafer if the controller has sent a cleaning signal.
For  a  condition-based  cleaning  operation,  a  multi-agent  rein-
forcement  learning  approach  is  derived  to  meet  the  cleaning
requirements [43]. With WRTCs considered at the same time,
[44] presents scheduling approaches by treating LLs as a tem-
porary buffer to contain work-in-process (WIP) wafers to per-
form such a cleaning operation.

Combined with big data and machine learning technologies,
the measured data of the residual heat and chemical gases in a
chamber  allows  the  controller  to  predict  when  a  chamber
should  be  cleaned.  It  means  that  we  can  know  how  many
wafers  will  be  consecutively  processed  before  this  chamber
begins  its  cleaning  operation.  In  such  a  case,  the  condition-
based cleaning operation  can  be  performed under  a  real-time
prediction  of  a  cleaning  period,  which  indicates  that  a  clean-
ing period is  variable for a chamber.  We focus on a process-
dominant  and  time-constrained  single-arm  MCT  with  such  a

condition-based cleaning operation in this study. The work in
[45] presents a virtual wafer method for such a cleaning oper-
ation in a single-arm CT with WRCTs.

The differences between this study and the aforementioned
ones are summarized as follows.

1) Differently from [38]−[40], to meet stringent quality con-
trol  and improve productivity  gain,  we consider  a  single-arm
K-CT with a condition-based cleaning operation when a clean-
ing period d > 1 holds.

2)  Compared  to  [42],  [43],  we  focus  on  the  parallel  cham-
bers  and  WRTCs  in  a  multi-cluster  tool  instead  of  a  single-
cluster  tool  [42],  [43].  In  such  a  circumstance,  we  present  a
closed-form solution for schedulability analysis and a feasible
schedule for a single-arm K-CT with a condition-based clean-
ing operation.

3)  Differently  from  [44],  [45],  this  work  pays  more  atten-
tion to solving the scheduling problem with a condition-based
cleaning  operation  in  a  multi-cluster  tool  instead  of  a  single-
cluster tool. Therefore, the methods in [44], [45] cannot solve
such a scheduling problem. In particular, when a cleaning pro-
cedure  lasts  a  long  time,  the  method  in  [45]  intends  to  load
more virtual wafers until obtaining enough time for cleaning,
which  lowers  productivity.  We  increase  cycle  time  to  gain
enough  time  for  cleaning  without  violating  WRTCs,  which
indicates higher productivity. In addition, such a cleaning situ-
ation is ignored in [44]. Furthermore, compared with [44], no
WIP  wafers  are  staying  in  LLs  during  a  cleaning  operation,
which improves productivity gain.

The  existing  methods  in  the  aforementioned  ones  are  no
longer  applicable  when  a  condition-based  cleaning  operation
is performed for a single-arm MCT with WRCTs and parallel
chambers.  Thus,  this  work  aims  to  address  such  a  new  and
challenging problem for a single-arm MCT with WRTCs and
a condition-based cleaning operation.

This  paper  investigates  the  schedulability  and  scheduling
problem for a single-arm MCT with a condition-based clean-
ing  operation  and  WRTCs.  We  first  illustrate  two  kinds  of
workloads of a single-arm MCT under a steady state with par-
allel  chambers.  Then,  to  meet  a  cleaning  requirement,  we
extend a backward strategy by using a virtual-wafer approach.
A  virtual  wafer  does  not  interrupt  a  cleaning  procedure  in  a
chamber.  Because  such  a  wafer  is  fictitious,  it  implies  that  a
robot just waits there idly until its next action. Thus, we need
to  find  the  right  time  to  unload  a  virtual  wafer  from  LLs  in
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Fig. 1.     A single-arm multi-cluster tool.
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order  to  load  it  into  a  chamber  that  is  performing  a  cleaning
operation.

This study makes the following contributions:
1)  The necessary and sufficient  conditions are presented to

check whether a single-arm MCT is schedulable when a con-
dition-based cleaning operation occurs; and

2) To meet WRTCs, algorithms are derived to find a feasi-
ble  schedule  if  such  a  single-arm  MCT  is  schedulable.  An
algorithm  is  proposed  to  switch  a  transient  state  to  a  steady
state.

The remainder of this paper is organized as follows. In Sec-
tion  II,  we  first  model  robot  activities  and  wafer  processing
time.  In such a model,  the workload analysis  of  a  single-arm
MCT  during  a  steady  state  and  a  cleaning  operation  is  pre-
sented  in  Section  III.  Then,  for  a  condition-based  cleaning
operation  that  lasts  a  long  time,  the  necessary  and  sufficient
conditions  for  schedulability,  and  the  scheduling  algorithms
are proposed in Section IV. Two examples illustrate the appli-
cation and effectiveness of the proposed method in Section V.
Finally, the conclusions are given in Section VI.  

II.  Modeling Activity Time
  

A.  The Properties of a Single-Arm K-CT
A serial K-CT (K ≥ 2) is composed of K single-arm cluster

tools in a serial layout as shown in Fig. 1. Two adjacent tools
are connected by a BC. Following [23], we have the assump-
tions below for a serial K-CT.

1)  A K-CT  operates  in  a  steady  state  at  most  of  the  time
because  two LLs  can  work  alternatively  with  no  interruption
such  that  wafers  are  always  processed  in  chambers  before  a
cleaning operation starts.

2)  A  BC  without  a  processing  function  can  only  hold  one
wafer at a time.

3)  Only one type of  wafer  is  processed with the same pro-
cessing  route.  A  wafer  is  processed  at  a  PC  once  and  goes
through a BC twice.

4)  The time taken for  the robot’s  moving,  loading,  unload-
ing, and wafer processing at PCs is constant.

5) K individual  tools  are  equipped  with  single-arm  robots.
Within each CT, a PC can process one wafer at a time.

N+l

N+K

N+K−1

mi
1 mi

2, . . . ,m
i
j, . . . ,m

i
n[i] mi

j
N+K

N+n[i] mi
b[i] N+K−1

Let Nl = {0, 1, 2, 3,…, l} and  = Nl \ {0}. In particular,
define Nl = ∅ if l < 0. Furthermore, as shown in Fig. 1, let Ci
and Ri, i ∈ ,  denote the ith  tool  and its  robot  respectively.
The head tool is denoted by C1 with two LLs, while CK is the
tail tool without downstream peers. A buffer chamber between
Ci and Ci+1, indexed by b[i], is seen as an outgoing buffer for
Ci and  an  incoming  one  for Ci+1, i ∈ .  We  assume  that
there are n[i] + 1 steps in Ci by treating the BC as a process-
ing step with zero processing time. The wafer flow pattern in a
tool  can  be  defined  as  ( , ),  where 
denotes the number of parallel PCs at Step j in tool Ci, i ∈ ,
j ∈ .  Specifically,  = 1, i ∈ ,  which implies that
there  is  one  buffer  chamber.  The  steps  in Ci are  denoted  by
PSi,0,  PSi,1, …,  and  PSi,n[i],  where  PSi,0 and  PSi,b[i] are  the
incoming  and  outgoing  steps,  respectively.  As  shown  in
Fig. 1,  we  can  know  the  wafer  processing  route  is  PS1,0 →

PCi
k, j N+m j

N+K
N+n[i]

N+n[i]

S i
up

∑b[i]-1
j=1 mi

j

N+K−1 S 0
up S K

down
∑K-1

q=1S q
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∑n[K]

j=1 mK
j

S K
down S K-1

down S w
down

PS1,1 → ··· → PS1,b[1] (PS2,0) → PS2,1 → ··· → PS2,b[2] (PS3,0)
→ ··· → PSK−1,b[K−1] (PSK,0) → PSK,1 → ··· → PSK,n[K] → ···
→  PSK,0 (PSK−1,b[K−1])  →  PSK−1,b[K−1]+1 →  ···  PS3,0 (PS2,b[2])
→ PS2,b[2]+1 → ···  PS2,0 (PS1,b[1])  → ···  → PS1,n[1] → PS1,0.
Then,  denotes the kth chamber at PSi, j, k ∈ , i ∈ ,
j ∈ . The robot waiting time before unloading a wafer and
the processing time at  PSi, j, j ∈  are  denoted by ωi,j and
αi,j,  respectively.  Due  to  no  processing  function  in  BC  and
LLs, the processing time of these steps is zero. μi denotes the
time taken by robot Ri’s moving between two PCs or a PC and
LLs,  and λi denotes  the  time  taken  for  robot Ri’s  loading/
unloading  a  wafer  into/from  a  PC.  Let  = , i ∈

 and  = 0. Then, we let  =  + .
Specifically,  = .  can be calculated by
 

S w
down = S w+1

down+

n[w]∑
j=b[w]+1

mw
j (1)

where 2 ≤ w ≤ K − 1. An example for (1) is shown in Fig. 2.
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B.  The Properties of Each Single-Arm CT
The  key  to  scheduling  a  multi-cluster  tool  is  to  coordinate

the actions of the multiple robots to satisfy WRCTs and clean-
ing operation requirements. To do so, we need to analyze time
properties.

During a  steady state,  a  backward strategy is  optimal  for  a
process-dominant K-cluster  tool  where  the  robot  in  each  CT
performs the following operation sequence.

⟨
mi

n[i]

PCi
mn[i],n[i]

mi
n[i]−1 PCi

mn[i]−1,n[i]−1

mi
n[i] PCi

mn[i],n[i]

mi
n[i]−2 PCi

mn[i]−2,n[i]−2
mi

1
PCi

m1,1

Γ = Moving to  PSi,n[i] (μi)  → waiting there  for ωi,n[i] time
units → unloading a finished wafer from the th chamber
( )  at  PSi,n[i] (λi)  →  moving  to  LLs  and  loading  it
there (μi + λi) → moving to PSi,n[i]−1 (μi) → waiting there for
ωi,n[i]−1 time  units  →  unloading  a  completed  wafer  from  its

th chamber ( ) at PSi,n[i]−1 (λi) → moving to
PSi,n[i] and  loading  it  into  the th  chamber  ( )  at
PSi,n[i] (μi + λi) → moving to PSi,n[i]−2 (μi) → waiting there for
ωi,n[i]−2 time  units  →  unloading  a  completed  wafer  from  its

th  chamber  ( )  at  PSi,n[i]−2 (λi)  →  ···  →
moving  to  PS1,1 and  loading  a  wafer  into  the th  chamber
( )  at  PSi,1 (μi + λi)  →  moving  to  PSi,n[i] (μi)  again  →
waiting  there  for ωi,n[i] time  units  →  unloading  a  finished
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mi
n[i] PCi

mn[i]−1,n[i]
⟩

wafer from its ( −1)th chamber ( ) at PSi,n[i] (λi)
… .

Therefore, robot Ri’s cycle time is
 

ψi = 2(n[i]+1)(µi+λi)+
n[i]∑
j=0

ωi, j = ψi,1+ψi,2, i ∈ N+K (2)

∑n[i]
j=0ωi, j

where the  robot  task time ψi,1 =  2(n[i]  +  1)(μi + λi)  is  a  con-
stant, while ψi,2 =  is its waiting time during a cycle.

At PSi,j, the lower bound time required to complete a wafer
in a cycle is [18]
 

Πi, jL =
αi, j+4λi+3µi

mi
j

, i ∈ N+K , j ∈ N+n[i] (3)

and  the  upper  bound  time  required  to  complete  a  wafer  in  a
cycle is [18]
 

Πi, jU =
αi, j+δi, j+4λi+3µi

mi
j

, i ∈ N+K , j ∈ N+n[i]. (4)

N+K N+n[i]Let τi,j denote a wafer sojourn time at PSi,j, i ∈ , j ∈ .
If  WRTCs at  PSi,j are  satisfied,  we have αi,j ≤ τi,j ≤ αi,j + δi,j.
Therefore, a feasible schedule is defined as follows.

N+K N+n[i] \ {b[i]}
Definition 1: Given WRTCs time interval  [αi,j, αi,j + δi,j]  at

PSi,j, i ∈ , j ∈ , a schedule is feasible if αi,j ≤ τi,j
≤ αi,j + δi,j always holds for each CT.

The cycle time at PSi,j is [18]
 

θi, j =
τi, j+4λi+3µi+ωi, j−1

mi
j

, i ∈ N+K , j ∈ N+n[i] (5)

and
 

θi,0 = τi,0+4λi+3µi+ωi,n[i], i ∈ N+K . (6)

N+K

By (5) and (6), for a time-constrained single-arm MCT, the
key  to  finding  a  feasible  schedule  is  how  to  allocate  robot
waiting time ωi,j. Let Πi =max{Πi,0L, Πi,1L,…, Πi,n[i]L, ψi,1}. If
Πi = ψi,1, i ∈ , a single-arm MCT is transport-dominant, and
otherwise it is process-dominant. During a steady state, let Θi
denote the cycle time of Ci. To meet WRTCs, a process-bound
CT should be scheduled such that
 

Θi = θi, j = θi,0 = ψi and τi, j ∈ [αi, j,αi, j+δi, j], j ∈ N+n[i]. (7)

Therefore, τi,j can be calculated as follows. 

τi, j = ψi×mi
j− (4λi+3µi+ωi, j−1), i ∈ N+K , j ∈ N+n[i]

(8)
 

τi,0 = ψi− (4λi+3µi+ωi,n[i]), i ∈ N+K . (9)

N+K
The  cycle  time  of  a K-CT  is  denoted  by  Θ,  and  let  Π  =

max{Π1, Π2,…, ΠK}. We presume Πh = Π with h∈ , which
implies  that  Πh has  the  heaviest  workload  among K CTs.
According  to  [23],  to  obtain  a  cyclic  schedule  for  a  process-
dominant K-cluster tool, we have
 

Θ = Θ1 = Θ2 = · · · = ΘK (10)
where Θ ≥ Π = Πh. By (10), due to Π being the lower-bound
cycle time, each CT is scheduled with the same cycle time of
a K-cluster  tool,  which  means  Θ  ≥  Π  =  Πh holds  for  every
individual CT. Thus,  it  is  justified to apply a backward strat-
egy  to  every  individual  tool.  The  above  symbols  and  associ-
ated time for a single-arm MCT are summarized in Table I.

During  a  steady  state,  to  obtain  a  feasible  cyclic  schedule
for a process-dominant K-CT with WRTCs, we have the fol-
lowing result from [23].

N+K−1

Given Θ ≥ Π = Πh as the cycle time for a process-dominant
K-cluster tool with WRTCs, a feasible cyclic schedule exists,
if and only if for Ci and Ci+1, i ∈ , ωi,j and ω(i+1),f  are set
such that the following conditions are satisfied:
 

Θ = θi, j = θ(i+1), f , j ∈ Nn[i] and f ∈ Nn[i+1] (11)
 

τi, j ∈ [αi, j,αi, j+δi, j], j ∈ Nn[i] \ {0,b[i]} (12)
 

τi,b[i] ≥ 4λi+1+3µi+1+ω(i+1),n[i+1] (13)
and
 

τi+1,0 ≥ 4λi+3µi+ωi,b[i]−1. (14)
In the above conditions, (11), (13) and (14) are related to the

BCs  for  connecting  the  adjacent  CTs,  while  (12)  constrains
every processing step in a K-CT. Therefore, to schedule a K-
CT,  the  key  is  to  make  each  robot  in  CT  operate  in  a  paced
way  when  accessing  a  wafer  in  a  BC and  regulate  the  wafer
sojourn  time  for  every  step  to  satisfy  WRTCs.  In  a  steady
state, we suppose that τi,b[i] = 4λi+1 + 3μi+1 + ω(i+1),n[i+1] holds
to  let  robot Ri+1 unload  a  wafer  immediately  from  a  buffer
after it is loaded by Ri.

With the above analysis,  under a steady state,  a scheduling
method for  a  single-arm MCT with parallel  chambers is  pro-
posed next.  

 

TABLE I 

Symbols and Associated Time for a Single-Arm MCT

Symbol Meaning

λi N+KTime spent by a robot to finish loading/unloading a wafer into/from a PC, i ∈ 
μi N+KRobot moving time between a PC/LLs and a PC, i ∈ 
αi,j N+K N+n[i]Wafer processing time at PSi,j, i ∈ , j ∈ 

τi,j N+K N+n[i]The wafer sojourn time at PSi,j, i ∈ , j ∈ 

δi,j N+K N+n[i]The allowed longest time for a wafer to stay a PC of PSi,j, i ∈ , j ∈ 

ωi,j N+K N+n[i]Robot’s waiting time before unloading a wafer of PSi,j, i ∈ , j ∈ 

ρi,j N+K N+n[i]The taken time of a condition-based cleaning operation at a chamber of PSi,j, i ∈ , j ∈ 

Θ The cycle time of a single-arm MCT
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III.  Schedulability and Scheduling Algorithm

A K-CT mostly runs in a steady state when no cleaning opera-
tion is required to perform. When a condition-based cleaning
operation is performed, a K-CT enters a transient state. Thus,
we  first  ensure  that  a K-CT  is  schedulable  during  a  steady
state,  and  then  focus  on  its  schedulability  with  a  condition-
based cleaning operation during a transient state.  

A.  Schedulability During a Steady State

N+K Nn[i]

For  a  process-dominant K-CT  with  no  WRTCs,  Zhu et  al.
[23] find a one-wafer cyclic schedule and propose an efficient
method to obtain the optimal schedule with the minimal cycle
time Θ. To schedule a single-arm CT with cycle time Θ , the
key is to determine when a robot should wait and how long it
should  wait,  so  is  for  a K-CT.  We  propose  Algorithm  3  to
decide the robot  waiting time ωi,j, i ∈ , j ∈ ,  and then
obtain a schedule for each CT. When every CT is scheduled, a
feasible schedule is obtained for a K-CT during a steady state.
There are two cases in scheduling a process-bound single-arm
CT.

N+K N+n[i]Case 1: If ψi,1 ≤ Π and Θ ≤ Πi,jU, i ∈ , j ∈ , hold, the
workloads  of  all  processing  steps  within Ci are  balanced and
Ci is process-bound.

N+KCase  2:  If  ∩j∈Nn[i]\{0,b[i]} [Πi,jL,  Πi,jU]  = ∅, i ∈ ,  holds,  then
the  workloads  of  some  processing  steps  within Ci are  unbal-
anced.

For  Case  1,  we  set  the  robot  waiting  time ωi,j via  (15)  in
Algorithm  1.  For  the  unbalanced  workloads  like  Case  2,  we
set ωi,j via (16) in Algorithm 2.

 

ωi, j =min{Θ−Πi, ( j+1)L,Θ−ψi,1−ωi, (n[i])−
∑

e∈Nj−1

ωi,e}

(15)
 

ωi, j−1 =


min{Θ−Πi, jL, Θ−ψi,1−

∑
e∈N j−1∪{n[i]}

ωi,e}, j ∈ Fi

(Θ−Πi, jU )×mi
j, j ∈ Ei.

(16)

Algorithm  1 Set  the  Robot  Waiting  Time  for  the  Case  of  Bal-
anced Workloads (Case 1)

αi, j λi µi Πi, jL i ∈ N+K , j ∈ N+n[i] ΘInput: , , ,  ( ), 
ωi, jOutput: 

1:  Initialization:
ωi, j← 0 j ∈ N+n[i]2:  　 , for each 
ψi,1← 2(n[i]+1)(µi +λi) i ∈ N+K3:  　 , for each 

14:   If i =  then
set ω1, j j ∈ Nn[1]　　/* , 　　　　　　　　　*/

j← 0 n[i]−15:  　For  to  do
ω1, j←6:  　　  0

ω1,n[1]← Θ−ψi,17:  　
τ1,b[1]← Θ− (4λ1 +3µ1)8:  　
≥ 2 i ∈ N+K−19:   If i ,  then

set ωi, j j ∈ Nn[i]　　/* ,  　　　　　　　　　　*/
i ≤ K −1 τ(i−1),b[i−1] ≥ 4λi +3µi10: 　If  and  then
ωi,n[i]← {τ(i−1),b[i−1] −4λi +3µi Θ−ψi,1}11: 　　  min , 

j← 0 n[i]−1 j , b[i]−112: 　　For  to  and  do

ωi, j← {Θ−Πi, ( j+1)L13: 　　　  min ,
Θ−ψi,1 −ωi,n[i] −

∑
e∈N j−1 ωi,e}　　　   

ωi,b[i]−1← Θ−ψi,1 −
∑

j∈Nn[i]\{b[i]−1} ωi, j14: 　　

τi,b[i]← Θ− (4λi +3µi +ωi,b[i]−1)15: 　　

16:  If i = K then
set ωK, j j ∈ Nn[K]　　/* ,  　　　　　　　　　　*/

j← 0 n[K]−117: 　For  to  do
ωK, j← {Θ− K, ( j+1)L18: 　　  min ,
Θ−ψK,1 −

∑
e∈N j−1 ωK,e}　　    

ωK,n[K]← Θ−ψK,1 −
∑n[K]−1

e=0 ωK,e19: 　

Algorithm 2 Set  the  Robot  Waiting Time for  the  Case  of  Unbal-
anced Workloads (Case 2)

αi, j λi µi Πi, jL Πi, jU i ∈ N+K , j ∈ Nn[i] mi
j i ∈ N+K , j ∈ N+n[i] ΘInput: , , , ,  ( ),  ( ), 

ωi, jOutput: , Q
1:  Initialization:

←2:  　Q  0
ωi, j← 0 j ∈ N+n[i]3:  　 , for each 
Ei← { j | j ∈ N+n[i] \b[i],Πi, jU < Θ}4:  　  
ψi,1← 2(n[i]+1)(µi +λi) i ∈ N+K5:  　 , for each 
ωi, ( j−1) j ∈ Ei6:   Set , , as
ωi, ( j−1)← Θ−Πi, jU ×mi

j7:  　  ( ) 
ξ← Θ−ψi,1 −

∑
j∈Ei ωi, ( j−1)8:  　

19:   If i =  then
set ωi, ( j−1) j ∈ Nn[1] \Ei　　　/* , 　　　　　　　　*/
ξ < 010: 　　If  then
←−111: 　　　Q 

12: 　　Else
j← 0 n[i]−113: 　　　For  to  do

ω1, j←14: 　　　　  0
ω1,n[1]← ξ15: 　　　

τ1,b[1]← Θ− (4λ1 +3µ1)16: 　　　

17:  Else
If ≥ 2 i ∈ N+K set ωi, j j ∈ Nn[i] \Ei　　　/*  i , , , 　　　　 */
ξ < 018: 　　If  then
←−119: 　　　Q 

20: 　　Else
i ≤ K −1 τ(i−1),b[i−1] ≥ 4λi +3µi21: 　　　If  and  then
ωi,n[i]← {τ(i−1),b[i−1] − (4λi +3µi), ξ}22: 　　　　  min
ξ← ξ−ωi,n[i]23: 　　　　

∈ Nn[i]\{b[i] Ei}24: 　　　　For j ,  do
ωi, ( j−1)← {Θ−Πi, jL ξ}25: 　　　　　  min , 
ξ← ξ−ωi, ( j−1)26: 　　　　　

ωi,b[i]−1← ξ27: 　　　　

τi,b[i]← Θ− (4λi +3µi +ωi,b[i]−1)28: 　　　　

29: 　　　Else
∈ Nn[K] \EK30: 　　　　For j  do

ωK, ( j−1)← {Θ−ΠK, jL ξ}31: 　　　　　  min , 
ξ← ξ−ωK, ( j−1)32: 　　　　　

ωK,n[K]← ξ33: 　　　　

Theorem  1: If  a  process-bound  CT,  with  the  cycle  time
being Θ, satisfies  the conditions in Case 1,  then Algorithm 1
can find a feasible schedule for this CT.

N+n[i]

Proof: The workloads of  all  processing steps  are  balanced,
which  implies ψi,1 ≤  Θ  and  Θ  ≤  Πi,jU, j ∈ ,  hold  for Ci.
Then, a feasible schedule is obtained by setting the robot wait-

ZHU et al.: SCHEDULING A SINGLE-ARM MCT WITH A CONDITION-BASED CLEANING OPERATION 1969 



ing time via (15) in Algorithm 1.
−Πi, jL Π−ψi,1−

∑
e∈N j−1∪{n[i]}ωie

mi
j+1 mi

j+1

mi
j+1

mi
j+1

mi
j+1 mi

j+1

mi
j+1

mi
j+1

i) By (15), if Θ  ≤ , then ωi,j
=  Θ  −  Πi,(j+1)L,  the  wafer  sojourn  time  at  PSi,  (j+1) is τi,(j+1) =
Θ ×  − (4λi + 3μi + ωi,j)  = Θ ×  − (4λi + 3μi + (Π −
Πi,(j+1)L)).  Obviously,  Θ  −  Πi,(j+1)L ≤  (Θ  −  Πi,(j+1)L)  × .
Thus, τi,(j+1) =  Θ  ×  −  (4λi +  3μi +(Θ  −  Πi,(j+1)L))  ≥  Θ  ×

 − (4λi + 3μi + (Θ − Πi,(j+1)L) × ) = αi,(j+1). Due to Θ ≤
Πi,jU, we have τi,(j+1) = Θ ×  − (4λi + 3μi +(Θ − Πi,(j+1)L)) ≤
Πi,jU ×  − (4λi + 3μi) = αi, (j+1) + δi, (j+1). Therefore, a feasi-
ble schedule is obtained for such a CT.∑

e∈N j−1∪{n[i]}ωie∑
e∈N j−1∪{n[i]}ωie

mi
j+1

∑
e∈N j−1∪{n[i]}ωie

mi
j+1 mi

j+1

mi
j+1

mi
j+1∑

e∈N j−1∪{n[i]}ωie mi
j+1

ii)  By  (15),  if ωi,j =  Θ  − ψi,1 − ,  which
implies  Θ −  Πi,(j+1)L >  Θ − ψi,1 − .  Similarly,
τi,(j+1) = Θ ×  − (4λi + 3μi + (Θ − ψi,1 − )) >
Θ ×  − (4λi + 3μi + (Θ − Πi,(j+1)L)) ≥ Θ ×  − (4λi + 3μi

+ (Θ − Πi,(j+1)L)  × )  = αi,(j+1).  Similarly,  due to Θ ≤ Πi,jU,
we  have τi,(j+1) =  Θ  ×  −  (4λi +  3μi +(Θ  − ψi,1 −

)) ≤ Πi,jU ×  − (4λi + 3μi) = αi,(j+1) + δi,(j+1).
Therefore,  by  the  above  setting,  a  wafer  can  be  completely
processed  while  WRTCs  for  each  step  are  satisfied.  A  feasi-
ble schedule is obtained for this CT. ■

In Algorithm 1, if i = 1, the number of iterations in the For-
loop of Lines 4 and 5 is  no more than n[1].  If  2 ≤ i ≤ K,  the
number  of  iterations  in  the  For-loop  of  Lines  11−12  and
16−17 is no more than (n[i])2. n[i] is a constant. Therefore, the
computation complexity of Algorithm 1 is polynomial.

Theorem  2: A  process-bound  individual  CT  with  Θ  being
the cycle time satisfies the conditions in Case 2, if Algorithm 2
returns Q = 0, a feasible schedule can be found for this CT.

N+n[i]
N+n[i]

j ∈ Fi

mi
j mi

j (Θ−
Πi, jU ) ×mi

j
∈ Ei

∪Ei N+n[i]

Proof: For  unbalanced  workload  steps,  let Ei =  {j|j ∈
\{b[i]}, Πi,jU < Π}, while Fi =  \ Ei. Fi is the set of bal-

anced workload steps. If Algorithm 2 returns Q = 0, it implies
that  the  condition  ξ  <  0  in  Lines  9  and  17  does  not  hold.  In
such  a  case,  a  feasible  schedule  is  obtained  by  setting  robot
waiting  time  via  (16)  when .  Similarly,  it  follows  from
Theorem 1 that WRTCs for Step j, j ∈ Fi, are all satisfied. For
unbalanced  workload  steps,  by  setting ωi,(j−1) via  (16), τi,j =
Θ  ×  −  (4λi +  3μi + ωi,j−1)  =  Θ  ×  −  (4λi +  3μi + 

) = αi,j + δi,j. This means that WRTCs for any Step j
 are also satisfied. Therefore, WRTCs are satisfied for any

Step j, j ∈ Fi  = ,  in  this  CT.  Thus,  if  Algorithm  2
returns Q = 0, a feasible schedule can be found for this CT. ■

In  Algorithm  2,  the  number  of  iterations  in  For-loop,  i.e.,
Lines  13  and  14,  24−26,  and  30−32,  is  no  more  than n[i].
Thus, the computational complexity of Algorithm 2 is polyno-
mial.

Within  a  process-dominant K-CT,  each  component  CT  is
process-bound with balanced or unbalanced workloads. There-
fore, we need to combine Algorithms 1 and 2 to obtain a sche-
dule  for  a K-CT.  For  a  process-dominant  and  time-con-
strained K-CT with parallel chambers, the above analysis can
be  summarized  as  the  following  Algorithm  3  to  check  its
schedulability and calculate robot waiting time during a steady
state.

Algorithm 3 Calculate  the  Robot  Waiting  Time for  a K-CT Dur-
ing a Steady State

1:  Q ← 0;
N+K2:  For i ∈ , do:

2.1: If Ci satisfies  the  conditions  in  Case  1,  then  Algorithm  1  is
called to set Ri’s waiting time;

2.2: If Ci satisfies  the  conditions  in  Case  2,  then  Algorithm  2  is
called to set Ri’s waiting time and Q.

3:  End

If Algorithm 3 returns Q = 0, it finds a feasible schedule for
a K-CT by setting the robot waiting time. If Q > 0 is returned,
a K-CT is unschedulable.

In  Algorithm 3,  the  number  of  iterations  in  the  For-loop is
no  more  than  a  constant K.  By  Algorithm  3,  if  every  CT
within  a K-CT runs  under  a  balanced  workload,  then,  in  this
worst  case,  the  number  of  calculations  of ωi,j is  (n[i])2 × K.
Obviously,  the  computational  complexity  of  Algorithm  3  is
polynomial.  

B.  Scheduling Analysis of a Transient State

N+K
N+n[i]

Without  loss  of  generality,  we  assume  that  a  condition-
based  cleaning  operation  is  performed  at  PSi,j, i ∈ , j ∈

\{b[i]}. In such a case, the cleaning operation starts when
a wafer in the chamber of Step j is unloaded. For this cleaning
operation, the following robot action sequence is performed in
a backward strategy.

⟨

⟩

Γ1 = Moving the processed wafer from the chamber at PSi,j
to  the  chamber  at  PSi,(j+1) (μi)  → loading the  wafer  there  (λi)
→  moving  to  PSi,(j−1) (μi)  →  waiting  there  for ωi,(j−1) time
units  →  unloading  the  processed  wafer  from  the  chamber  at
PSi,(j−1) (λi) → loading this wafer into the chamber at PSi,j (μi) .

N+K N+n[i]

It takes (2λi + 3μi + ωi,(j−1)) time units to complete the above
operation  sequence.  Let ρi,j denote  the  consumed  time  for  a
cleaning operation at PSi,j, i ∈ , j ∈ \{b[i]}. Obviously,
if ρi,j ≤ 2λi + 3μi + ωi,(j−1) holds, such a cleaning operation does
not  undermine  the  backward  strategy,  which  implies  that  the
CT can still run under a steady state. However, the consumed
time of a condition-based cleaning operation tends to be much
longer than (2λi + 3μi + ωi,(j−1)) in practice. Thus, we presume
that ρi,j > 2λi + 3μi + ωi,(j−1) always holds in this work. In such
a case, when a cleaning operation is performed in a chamber,
it  is  equivalent  that  the  chamber  spends  the  same  time  pro-
cessing  an  imaginary  wafer,  called  a  virtual  wafer.  To  keep
the  robot  action  sequence  unchanged  and  facilitate  finding  a
feasible  schedule,  we  intend  to  load  a  virtual  wafer  into  this
chamber.  Consequently,  this  chamber  can  perform the  clean-
ing operation instead of  processing because the loaded wafer
is  virtual.  We  have  to  determine  when  to  unload  a  virtual
wafer from LLs and load it into the chamber that is planned to
be  cleaned.  In  this  work,  we  consider  the  case  that  only  one
condition-based cleaning operation occurs, i.e., only one con-
dition-based cleaning operation is performed at the same time.
With  this  assumption,  we  show  how  to  determine  when  to
load a virtual wafer before a cleaning operation begins.

To  facilitate  the  presentation,  it  is  supposed  that  the  time
when the robot completes its loading operation at Step 2 is the
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beginning of each cycle, which implies that the robot is about
to  move  to  LLs.  The  time  point  when  a  virtual  wafer  is
unloaded  from  LLs  is  denoted  by t.  The  chamber  at  PSi,j
should  be  cleaned  after  processing d wafers  consecutively,
which can be known from the controller. With such a circum-
stance,  the  datum  of t is  the  beginning  of  the  cycle  that  this
chamber has processed its first wafer, which is the first cycle.
As  the  condition-based  cleaning  operation  occurs  at  PSi,j,
depending on where the chamber requiring a  cleaning opera-
tion is, we have two situations.

Situation 1: A condition-based cleaning operation occurs at
PS1,1.

N+K N+n[i]

Situation 2: A condition-based cleaning operation occurs at
PSi,j, i ∈ , j ∈ \{b[i]}, j ≠ 1 if i = 1.

m1
1 m1

2

m1
1×

m1
1×

m1
1×

m1
1×

m1
1×

For Situation 1, the time to unload a virtual wafer from LLs
is  right  after  a  chamber  at  PS1,1 consecutively  processes d
wafers.  For  easy  presentation,  we  presume  that C1 is  set  up
with a wafer flow pattern ( , ) and such a cleaning opera-
tion occurs at PS1,1 when this chamber at PS1,1 has processed
d wafers in a row. Then, when the time comes to the ( d +
1)th  cycle  or  time  point  ( d +  1)  ×  Θ,  this  chamber  has
already processed d wafers. If no cleaning operation is sched-
uled,  the  robot  loads  a  real  wafer  in  the  ( d +  1)th  cycle.
Instead of loading a real wafer, the robot loads a virtual wafer
into this chamber, which is scheduled to be cleaned. In such a
case,  at  the  time  point  ( d +  1)  ×  Θ,  the  robot  moves  to
LLs, and then waits there for ω1,0 time units before unloading
a virtual wafer from LLs. Therefore, t = ( d + 1) × Θ + μ1
+ ω1,0,  which  means  that  the  robot  unloads  a  virtual  wafer
from  LLs  at  time  point t.  Consequently,  the  chamber  with
such a virtual wafer can complete its cleaning operation with-

out  interruption until  it  is  loaded into a  real  wafer.  Then,  the
virtual  wafer  is  transferred  between  chambers  step  by  step
with a backward strategy until returning to LLs.

m1
1×

PCi
f , j

PC1
3,1

PC1
3,1

PC1
3,1

PC1
3,1

PC1
3,1

From the above analysis,  we can know that,  in Situation 1,
robot R1 unloads  a  virtual  wafer  from  LLs  at  time  point t =
( d + 1)  × Θ + μ1 + ω1,0 such that  the cleaning operation
can  be  performed  without  interruption  in  this  chamber.  Let

 denote the chamber f of Step j at Ci that is cleaned. An
example shown in Fig. 3 illustrates Situation 1. For a two-CT
with a wafer flow pattern (3, 1, 3) in C1 and (2, 2, 2) in C2, a
condition-based  cleaning  operation  occurs  at  after  this
chamber processes d wafers consecutively. As shown in Fig. 3,
in the (3d + 1)th cycle, after processing the dth wafer in ,
the robot loads a virtual wafer from LLs into . Therefore,
the  cleaning operation can be performed without  interruption
until the next robot operation at . Then, in the (3d + 4)th
cycle,  a  virtual  wafer  is  removed from  and loaded into
the  next  step’s  chamber,  which  is  loaded/unloaded  step  by
step until returning to LLs in the (3d + 13)th cycle.

×mi
j

N+K
N+n[i]

×mi
j

For  Situation  2,  the  robot  needs  to  unload  a  virtual  wafer
from LLs in advance so that a virtual wafer can be loaded into
the cleaning chamber on time and the cleaning operation can
be  completed  without  interruption.  With  the  known  cleaning
period d from the  controller,  the  initial  cycle  of  the  cleaning
operation is also known, the (d  + 1)th cycle. With a back-
ward  strategy,  each  wafer  can  be  loaded  once.  Therefore,  if
the  cleaning  operation  is  performed  at  PSi,j, i ∈ , j ∈

\{b[i]}, j ≠ 1 if i = 1, we can know that the virtual wafer
in the cleaning chamber is loaded from PSi,(j−1) in the (d  +
1)th cycle. Furthermore, this virtual wafer stays in a chamber
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3,1Fig. 3.     Example for Situation 1. The condition-based cleaning operation occurs at  after d wafers are processed consecutively.
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×mi
j mi

j−1

×mi
j mi

j−1

at  PSi,(j−2) in  the  ((d  +  1)  − )th  cycle,  which  implies
that  this  virtual  wafer  is  loaded in  the  ((d  +  1)  − )th
cycle,  and  it  stays  in  the  chamber  at  PSi,(j−3) before  being
loaded  into  a  chamber  at  PSi,(j−2).  This  shows  that  we  can
know the time to unload a virtual wafer from LLs by rewind-
ing the position of the virtual wafer. Therefore, the time point
t can be calculated by
 

t=



(d×mi
j+1− (

i−1∑
u=0

S u
up+

j−1∑
e=1

mi
e))×Θ+µi+ωi,0, j < b[i]

(d×mi
j+1− (S i

down+

j−1∑
e=b[i]+1

mi
e))×Θ+µi+ωi,0, j > b[i]

(d×m1
1+1)×Θ+µ1+ω1,0, if i = 1 and j = 1

(17)
N+n[i] N+Kwhere j ∈ \{b[i]}, i ∈ .

If t < 0, it  means that the robot cannot load a virtual wafer
into  the  cleaning  chamber  when  a  cleaning  operation  is  per-
formed at PSi,j. Note that, if i = K, this case is the same as j <
b[i].

PC2
2,2

PC2
2,2

As shown in Fig. 4, the CT is the same as in Fig. 3. Then, a
condition-based  cleaning  operation  occurs  at  after d
wafers  are  processed  consecutively.  Unlike  Situation  1, R1
needs to load a virtual wafer from LLs in advance in the (2d −
4)th  cycle  in  order  to  load  a  virtual  wafer  into  when a
cleaning operation begins at the (2d + 1)th cycle.  The rest of
the cycle is similar to Fig. 3 so the explanation is omitted.

N+K Nn[i]

mi
j

During  a  steady  state  in  a K-CT,  the  robot  waiting  time  is
set  by  Algorithm 3  such  that  a  feasible  schedule  is  obtained.
Besides,  the  time  taken  for  a  robot  to  load  a  wafer  into  a
chamber at PSi,j, i ∈ , j ∈ , is (2λi + 3μi + ωi,(j−1)) time
units.  During a transient state, the robot loads a virtual wafer
into the cleaning chamber,  which takes the same time as that
loading  a  real  wafer.  After  cycles,  the  robot  loads  a  real
wafer into this cleaning chamber. Therefore, by loading a vir-
tual  wafer,  some time is  available  for  cleaning  this  chamber.
Let ηi,j denote  the  cleaning  time  gained  by  loading  a  virtual
wafer into the cleaning chamber, we have
 

ηi, j =mi
j×Θ+2λi+3µi+ωi, ( j−1), i ∈N+K , j ∈N+n[i] \{b[i]} (18)

mi
jwhere , λi and μi are  constant  in  a  steady state  and a  tran-

sient state.

N+K N+n[i]

By  the  above  analysis,  we  can  know  the  key  to  satisfying
WRTCs and completing a condition-based cleaning operation
is  1)  whether  a  virtual  wafer  can  be  properly  loaded  into  a
cleaning chamber, which implies t ≥ 0 should hold; 2) ηi,j ≥ ρi,j
should hold, otherwise a K-CT does not have enough time to
complete the chamber cleaning operation that is performed at
PSi,j, i ∈ , j ∈ \{b[i]}.  Now,  it  gives  rise  to  another
question  of  whether  there  is  a  feasible  schedule  for  a K-CT
with a condition-based cleaning operation when ηi,j ≥ ρi,j does
not hold. The answer is positive, to be discussed next.  

C.   Schedulability  for  a  Condition-Based  Cleaning  Operation
With a Long Cleaning Time

N+K

mi
2

⌊x⌋
⌊x⌋

Now, we discuss the case that ηi,j < ρi,j holds, which implies
that,  by  loading  a  virtual  wafer  into  a  cleaning  chamber,  the
CT  still  cannot  gain  enough  cleaning  time  for  such  a  condi-
tion-based  cleaning  operation  that  lasts  a  long  time.  Conse-
quently, we intend to increase the cycle time by increasing the
robot waiting time before unloading a wafer at PSi,1 (ωi,1, i ∈

)  in  each  CT.  It  is  obvious  that  enough  time  can  be
obtained for cleaning if the cycle time can be increased before
finishing the cleaning operation. However, in such a case, the
wafer sojourn time at every step not only increases differently
due to different numbers of parallel chambers at each step but
also is accumulated gradually. In this circumstance, it is chal-
lenging  to  make  WRTCs  satisfied.  To  satisfy  WRTCs,  we
increase  the  cycle  time  intermittently  by  increasing ωi,1 with
one  increase  interval,  and  we  offset  the  increase  in  wafer
sojourn time by decreasing in ωi,n[i].  In  addition,  we increase
the cycle time intermittently, which means that the frequency
of increasing cycle time depends on  no matter which step
needs a cleaning operation. Let  be the nearest integer that
x is rounded down to. If x <1, then  =1.

N+K Nn[i]

ωκi, j

Let ∆ (∆ > 0) denote an increment in the cycle time of a K-
CT. During a transient state, the wafer sojourn time at PSi,j is
denoted by τ'i, j, i ∈ , j ∈ . Furthermore, the robot wait-
ing  time  before  unloading  a  wafer  in  the κth  cycle  during  a
cleaning  operation  is  denoted  by ,  where κ is  a  positive
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N+K Nn[i]

PSp, j1 N+K
N+n[i]

integer, i ∈ ,  and j ∈ .  For  a  process-dominant K-CT
with  WRTCs,  we  assume  that  a  condition-based  cleaning
operation  occurs  in  a  chamber  at , p ∈ , j1 ∈

\{b[i]},  after  this  chamber  consecutively  processes d
wafers.  Consequently,  it  means  that  there  is  a  cleaning
requirement for a chamber at Step j1 in the pth CT (Cp) within
a K-CT. Furthermore, we presume that a virtual wafer can be
loaded into a cleaning chamber on time.

⌊mp
2

2 ⌋
By the above analysis, with ηi,j < ρi,j, we increase the cycle

time intermittently for (  + 1) times. Therefore, we set the
robots’ waiting time by Algorithm 4.

Algorithm 4 Schedule a K-CT for a Cleaning Operation that Lasts
a Long Time

ωi, j i ∈ N+K , j ∈ Nn[i] mp
2 mp

1 j1 (The cleaning step)Input:  ( ), , , 
ω

y
i, j i ∈ N+K , j ∈ Nn[i] ∆Output:  ( ), 

1:  Initialization:
If mp

2 +1 mod 2 = 0 then L← 0 ← 12:  　  Else L 
If mp

1 mod 2 = 0 then Lp← 0 Lp← 13:  　  Else 
γp, j1 ←4:  　  0

j1 = 1 mp
2 ≥ mp

15:  　If  and  then
∆← ρi, j −ηi, j /(⌊

mp
1

2 ⌋+Lp)6:  　　  ( ) 
7:  　Else

∆← ρi, j −ηi, j /(⌊
mp

2
2 ⌋+1)8:  　　  ( ) 

ω
y
i, j9:   Set  as the robot waiting time for a cleaning operation
← 110: 　For i  to K do

　　　/* y denotes the index of the cleaning cycle　　　　*/
←11: 　　y  1

≤ mp
2 112: 　　while y +  do

= 113: 　　　If y  then
∈ N+n[i] \ {1}14: 　　　　For Each j  do

ω
y
i, j← ωi, j15: 　　　　　

ω
y
i,1← ωi,1 +∆16: 　　　　

17: 　　　Else
∈ N+n[i] \ {1,n[i]}18: 　　　　For Each j    do

ω
y
i, j← ωi, j19: 　　　　　

ω
y
i,n[i]← ωi,n[i] −⌊ y

2 ⌋∆20: 　　　　

= mp
2 +1 j1 ≥21: 　　　　If y  and  3 and i = p then

ω
y
i,1← ωi,122: 　　　　　

γp, j1 ← (⌊ y
2 ⌋+L)∆23: 　　　　　

y mod 2 , 024: 　　　　Else If  then
ω

y
i,1← ωi,1 + (⌊ y

2 ⌋+1)∆25: 　　　　　

26: 　　　　Else
ω

y
i,1← ωi,1 + ⌊ y

2 ⌋∆27: 　　　　　

←28: 　　　y  y + 1

y′

′.
mi

1 N+K
N+K

γi, j γp, j1

For  easy  presentation,  let  denote  the  index  of  the  initial
cycle  of  the  cleaning  operation.  By  Line  11  in  Algorithm  4,
we set y = 1 at the beginning, which is the same meaning as y
If  mod 2 = 0, then we set Li = 0, i ∈ ; otherwise, we set
Li = 1, i ∈ , i.e., Lp is set by Line 3 in Algorithm 4, where p
means  the  index  of  a  cluster  tool  that  performs  a  cleaning
operation. Furthermore, L is set by Line 2 in Algorithm 4. The
robot  waiting  time  before  loading  a  wafer  into  a  chamber  at
Step j in Ci is denoted by  so that  is initialized by Line
4 in Algorithm 4.

For  a K-CT  scheduled  by  Algorithm  3,  we  have  to  ensure
that  by  Algorithm  4, K robots  in  a K-CT  still  operate  in  a
paced way so that  each pair  of  CTs share a BC without con-
flict. Therefore, we have the following conclusion.

Theorem  3: During  the  cleaning  operation,  the  robot  wait-
ing  time  set  by  Algorithm  4  still  makes  (13)  and  (14)  hold,
which is the same as that in a steady state.

N+K−1

mi
1 mi

b[i] mi
b[i]+1 mi

n[i]

y′

≤ ≤ mp
2

⌊ y
2 ⌋

⌊ y
2 ⌋

⌊ y
2 ⌋

y′

mp
2

N+K−1

⌊ y
2 ⌋

PSp, j1
⌊ y

2 ⌋

⌊ y
2 ⌋ ⌊ y

2 ⌋ ⌊ y
2 ⌋

Proof: 1)  For Ci and Ci+1, i ∈ ,  we  presume  that  the
buffer is located at PSi,2, which implies the wafer flow pattern
is ( , , , …, ), where b[i] = 2. By Algorithm 4,
when y = 1, the increase in ωi,1 means that the event of load-
ing a wafer into PSi,b[i] is postponed by ∆ time units. While in
Ci+1, the increase in ωi+1,1 means that the event of unloading a
wafer from a chamber at PSi+1, 0 is also postponed by ∆ time
units.  The  unloading  wafer  at  PSi+1,  0 is  the  same  wafer  at
PSi,b[i],  which  means  that  robot Ri+1 can  unload  this  wafer
from  PSi+1,0 =  PSi,b[i] in Ci because Ri performs  its  action
towards  PSi,b[i] with  the  same  postponement.  Therefore,  dur-
ing the th cycle (y = 1), the increases in ωi,1 and ωi+1,1 do not
break the synchronization between Ci and Ci+1, which implies
that (13) and (14) still hold. Next, during the yth (2  y )
cycle in Ci,  by Line 20 in Algorithm 4, the decrease in ωi,n[i]
means  that  the  event  of  unloading  a  wafer  in  PSi,b[i] is  per-
formed ∆  earlier  than  usual  since  the  other  robot  waiting
time remains unchanged except for the robot’s waiting time at
PSi,1. While in Ci+1, the decrease in ωi+1,n[i+1] means that load-
ing  a  wafer  at  PSi+1,  0 is  also  performed ∆  earlier than
usual.  The  unloading  wafer  at  PSb[i] is  the  same  as  that  at
PSi+1,0, which implies that robot Ri can unload this wafer from
the  chamber  at  PSi+1,0 because  the  loading  operation  is  also
performed ∆ earlier in Ci+1. The increases in ωi,1 and ωi+1,1
are similar to the increase in the th cycle (y = 1) such that the
neighboring robots operate in a paced way. When y =  + 1,
the  coordination  between Ci and Ci+1, i ∈ \{p}  is  still
valid  because  the  setting  in ωi,n[i] and ωi+1,n[i+1] is  similar  to
the yth cycle,  which makes the same postponement such that
(13) and (14) still hold. As for Cp and Cp+1, if j1 ≥ 3, the robot
waiting  time  before  unloading  a  wafer  at  PSp,1 remains
unchanged by Line 22 in Algorithm 4.  However,  the loading
action  of  a  wafer  at  PSp,b[p] is  still  postponed  by  ( + L)∆
time  units.  The  loading  operation  at  is  postponed  by
( + L)∆  time  units  under  the  setting  of  Line  23  in  Algo-
rithm  4,  and  it  is  performed  before  the  loading  operation  at
PSp,b[p].  Since  unloading  a  wafer  at  PS(p+1),1 is  postponed  by
( +  1)∆  or ∆  time  units  that  is  the  same  as  ( + L)∆,
robot Rp+1 also postpones its actions. Then, robot Rp+1 still can
unload  the  wafer  from PSp+1,0 (PSp,b[p])  due  to  (13)  and  (14)
still  holding.  If j1 <  3,  the  effect  of  the  increases  in ωi,1 and
ωi+1,1 is  similar  to  the yth  cycle,  which  makes  (13)  and  (14)
hold.

N+K−1
N+n[i]
mi

1 mi
2 mi

b[i] mi
j2+1 mi

n[i]

2)  For Ci and Ci+1, i ∈ ,  we  presume  that  the  buffer
location is at Step j2, j2 ∈ \{1, 2, n[i]}, which implies that
the wafer flow pattern is  ( , ,  …, , ,  …, ).
By  Algorithm  4,  when y =  1,  for Ci+1,  the  increase  in ωi+1,1
means that the event of unloading a wafer from a chamber at
PS(i+1),0 is postponed by ∆ time units. While in Ci, the increase
in ωi,1 does  not  affect  the  wafer  in  a  chamber  at  PSi,b[i]
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because the wafer  has already been loaded into a  chamber at
PSi,b[i] before ωi,1 gets  increased.  Therefore,  the  coordination
is still valid between Ci and Ci+1 in the first cycle of a clean-
ing operation.

2 ≤ y ≤ mp
2

y′

mp
2

N+K−1

≤ ≤ mp
2

≤
≤ mp

2

Next,  during the yth  ( )  cycle,  in Ci and Ci+1,  the
decreases  in ωi,n[i] and ωi+1,n[i+1] make  (13)  and  (14)  hold
between Ci and Ci+1 because  robot Ri can  unload  the  wafer
from the chamber at  PS(i+1),0.  The increases in ωi,1 and ωi+1,1
also  satisfy  (13)  and  (14),  which  is  the  same  as  in  the th
cycle. When y =  + 1, similarly, the decreases in ωi,n[i] and
ωi+1,n[i+1] make the Ci and Ci+1 still coordinate well with each
other.  For Ci and Ci+1, i ∈ \{p},  the  coordination  is  still
valid because the setting in ωi,1 and ωi+1,1 is similar to the set-
ting in the previous cycle,  which means that the effect of the
postponement  is  the  same  so  that  (13)  and  (14)  still  hold  in
such CTs. As for Cp and Cp+1,  if j1 < j2,  the effect of the set-
ting is the same as the effect of the increase in ωi,1 and ωi+1,1
in the yth (2  y  + 1) cycle,  which means that (13) and
(14) are met. If j1 > j2, the effect of the setting is the same as
the influence of the increase in ωi,1 and ωi+1,1 in the yth (2 
y  +  1)  cycle  mentioned in  i),  which means  that  the  set-
ting satisfies (13) and (14). ■

The  above  analysis  shows  that  a K-CT  satisfies  (13)  and
(14) between two adjacent CTs if they are already met during
a  steady  state  after  the  robots’ waiting  time  is  set  by  Algo-
rithm 4.

(⌊mp
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2 ⌋+1)

γi, j (⌊mp
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2
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1
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mp
2 mi
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1 ⌊mi

1
2 ⌋+Li N+K
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2
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Note that,  with Li,  ∆ is set by Lines 5 to 8 in Algorithm 4.
After  the  cycle  time is  intermittently  increased for 
times,  we  presume  that  the  wafer  sojourn  time  at  PSi,3 to
PSi,n[i] remains unchanged, which can be demonstrated by the
following Lemma 1.  Therefore,  if  a  condition-based cleaning
operation  with  a  long cleaning time is  performed at  one  step
of  Steps  PSi,3 to  PSi,n[i],  we  increase  the  robot  waiting  time
before loading a wafer at such a step ( ) by ∆ time
units  in  Algorithm  4  to  obtain  extra  time  for  cleaning.  With
such a cleaning operation performed at PSi,2, we can increase
the robot waiting time before unloading a wafer at PSi,1 (ωi,1)
by ∆  time  units  to  attain  time  for  cleaning.  Conse-
quently, when a cleaning operation is performed at one step of
Steps  PSi,2 to  PSi,n[i],  =  (  − )  /  ( )  is  set  by
Line  8  in  Algorithm  4.  The  wafer  sojourn  time  at  PSi,1 is
increased during the cleaning operation by Algorithm 4. Thus,
if the cleaning operation is performed at PSi,1, we need to cal-
culate the increment at PSi,1 so that  is set. According to the
condition between  and ,  = (  − ) / ( ) or
(  − ) / ( ) is set by Lines 5 to 8 in Algorithm 4
to  obtain  extra  time  for  the  performed  cleaning  operation  at
PSi,1.  When  ≥ ,  we set  =  ( ), i ∈ ;  other-

wise, we set , i ∈ NK
+.

||Do1,o2 ∥
N+

mp
2+1

∥ ∥

mp
2

Let  denote  the  number  of  cycles  from  the o1th
cycle  to  the o2th  cycle, o1, o2 ∈ ,  e.g., D2,4  =  3.  Fur-
thermore, if y mod 2 = 0, then we set Iy = 0; otherwise, we set
Iy = 1. During the first cycle of the cleaning operation (y = 1)
to  (  +  1)th  cycle,  we  have  the  following  conclusion  by
Algorithm 4.

∈ N+K

Lemma  1: By  Line  20  in  Algorithm  4,  during  a  cleaning
operation,  the  wafer  sojourn  time  at  PSi,3 to  PSi,n[i], i ,
remains unchanged.

mp
2

PSi,mi
w1

mi
w1

mi
w1

mi
w1

mp
2

PSi,mi
w1

⌊mi
w1
+y1

2 ⌋∆ ⌊mi
w1
+y1

2 ⌋∆
′ mi

w1

Proof: In the y1th (1 < y1 ≤ ) cycle, a wafer is loaded into
a chamber at , where 3 ≤ w1 ≤ n[i]. After  cycles, or
in the (  + y1)th (  + y1 ≤  + 1) cycle, a robot unloads
this wafer from a chamber at .  Before such an unload-
ing operation, the robot waiting time at PSi,n[i] is decreased by

 time units by Line 20 in Algorithm 4.  is
also the total increment from the y th cycle to the (  + (y1 −
1))th cycle, which can be divided into two parts:

′
⌊ y1

2 ⌋ Iy1 ∆

1)  The  increment  placed  between  the y th  cycle  and y1th
cycle: (  + ) ;

mi
w1

⌊∥ Dy1+1,mi
w1+ (y1−1) ∥ /2⌋ Iy1+1 ∆

⌊mi
w1
−1

2 ⌋ Iy1+1 ∆

2)  The  increment  placed  between  the  (y1 +  1)th  cycle  and
the (  + (y1 − 1))th cycle: (  + )  =
(  + ) . Thus,
 

⌊
mi

w1
+ y1

2
⌋∆ = (⌊y1

2
⌋+ Iy1 )∆+ (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆.

mi
w1

mi
w1

mp
2

Because a wafer is  loaded into a chamber in the y1th cycle
and unloaded in the (  + y1)th cycle where  + y1 ≤  +
1,  the  total  increment  in  such  a  wafer’s  sojourn  time  can  be
also divided into two parts:

mi
w1

⌊mi
w1
−1

2 ⌋ Iy1+1 ∆

1) The increment between the (y1 + 1)th cycle and the (
+  (y1 −  1))th  cycle  is  the  same  as  shown  above,  which  is
(  + ) ;

2) The increment in the y1th cycle, which is set by Lines 24
to 27 in Algorithm 4 during y = y1.

⌊mi
w1
−1

2 ⌋ Iy1+1 ∆ ⌊ y1
2 ⌋∆ ⌊mi

w1
−1

2 ⌋ Iy1+1 ∆ ⌊ y1
2 ⌋

1 ∆

Therefore, the total increment in such a wafer’s sojourn time
is (  + )  +  or (  + )  + (  +
) . Thus, if y1 mod 2 = 0, then

 

τ′i,w1
= τi,w1 + (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆+ ⌊y1

2
⌋∆.

Or, if y1 mod 2 ≠ 0, then
 

τ′i,w1
= τi,w1 + (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆+ (⌊y1

2
⌋+1)∆.

y′ mi
w1

⌊mi
w1
+y1

2 ⌋∆
y′ mi

w1

PSi,mi
w1

Iy1

The total  increment in such a wafer’s  sojourn time and the
total  increment  from  the th  cycle  to  the  (  +  (y1 −  1))th
cycle is the same as shown in the above analysis. By Line 20
in  Algorithm  4,  the  robot  waiting  time  before  unloading  a
wafer  at  PSi,n[i] is  decreased  by  that  is  the  total
increment from the th cycle to the (  + (y1 − 1))th cycle,
and  the  unloading  operation  at is  performed  after  the
unloading operation at PSi,n[i]. Thus, if y1 mod 2 = 0, then  =
0, and
 

τ′i,w1
= τi,w1 + (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆+ ⌊y1

2
⌋∆−⌊

mi
w1
+ y1

2
⌋∆

= τi,w1 + (⌊
mi

w1
−1

2
⌋+ Iy1+1)∆+ ⌊y1

2
⌋∆

− ((⌊y1

2
⌋+ Iy1 )∆+ (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆) = τi,w1 .
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Iy1Or, if y1 mod 2 ≠ 0, then  = 1, and
 

τ′i,w1
= τi,w1 + (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆+ (⌊y1

2
⌋+1)∆−⌊

mi
w1
+ y1

2
⌋∆

= τi,w1 + (⌊
mi

w1
−1

2
⌋+ Iy1+1)∆+ (⌊y1

2
⌋+1)∆

− ((⌊y1

2
⌋+ Iy1 )∆+ (⌊

mi
w1
−1

2
⌋+ Iy1+1)∆) = τi,w1 .

N+K
Therefore,  during  a  cleaning  operation,  the  wafer  sojourn

time  at  PSi,3 to  PSi,n[i], i ∈ ,  remains  unchanged  with  the
setting in Algorithm 4. ■

PSi,w1 N+K
PSp,w1

PSp,w1 γp,w1

PSp,w1

The  above  analysis  shows  that  the  wafer  sojourn  time  of
 i ∈ , 3 ≤ w1 ≤ n[i], remains unchanged by Algorithm 4.

Therefore,  if  the  cleaning  operation  occurs  at ,  we
increase the robot  waiting time before loading a wafer  into a
chamber at  ( )  to get enough time for cleaning the
chamber at .

Furthermore,  by  Algorithm  4,  the  following  conditions
should hold to make a K-CT satisfy WRTCs:
 

ωi,n[i] ≥ (⌊
mp

2

2
⌋+1)∆, i ∈ N+K (19)

 

αi,1+δi,1−τi,1 ≥ xi
r∆, r ∈ {0,1}, i ∈ N+K (20)

 

τi1,2−αi1,2 ≥ ∆, if mp
2 > mi1

2 , i1 ∈ N+K \ {p} (21)

and
 

τp,2−αp,2 ≥ ∆, if j1 , 2. (22)
Theorem 4: During a cleaning operation, if (19)−(22) hold,

then we can increase the cycle time for a K-CT by Algorithm
4, which ensures that WRTCs of a K-CT are still satisfied.

N+K

y′

mp
2

Proof: During the first cycle of the cleaning operation (y =
1), for Ci, i ∈ , when robot R1 performs the waiting action
at  PSi,1 (ωi,1),  each  processed  wafer  has  been  loaded  into  a
chamber at the next step except the wafer at PSi,1. These pro-
cessed  wafers  satisfy  WRTCs  because  an  increase  in ωi,1 is
given after the robot unloads these wafers, which implies that
the  sojourn  time  of  these  wafers  remains  unchanged.  The
increase  in ωi,1 prolongs  the  wafer  sojourn  time  of  the  WIP
wafers that are unloaded in the next cycle. Therefore, after the

th  cycle,  we  offset  the  increase  in ωi,1 that  is  given  in  the
previous  cycles  by  decreasing  the  robot  waiting  time  before
unloading  a  wafer  from  a  chamber  at  PSi,n[i] (ωi,n[i]).  By
Lemma 1, until the last cycle (y = + 1) of a cleaning opera-
tion,  the  wafer  sojourn  time  at  PSi,3 to  PSi,n[i] remains
unchanged.  If  (19)  holds,  it  means  that  we  can  offset  such
increases  by  decreasing ωi,n[i] during  the  cleaning  operation.
Thus, the wafer sojourn time at these steps remains unchanged
so that WRTCs of these steps are satisfied.

ω
y
i,0

mp
2 mi

1 mi
1

⌊∥ Dy′,mi
1
∥ /2⌋ Imi

1
= xi

1 ⌊mi
1

2 ⌋+Li ∆

xi
0 ⌊mp

2
2 ⌋+1
τ′i,1 mi

1 xi
r∆

By  Algorithm  4,  the  cycle  time  is  intermittently  increased
during a cleaning operation, while  remains unchanged. If

 ≥ , in the th cycle, the total increment in cycle time at
PSi,1 is  +  =  ( ) ;  otherwise,

such  an  increment  is  =  ( ).  Thus,  according  to  (8),
the wafer sojourn time at PSi,1 is  = Θ ×  +  − (4λi +

ω
mi

1
i,0 τi,1 xi

r∆ τ′i,1 τi,1

xi
r∆ αi,1+δi,1

3μi + ) =  + . If (20) holds, it means that  =  +
 ≤ , namely, WRTCs at PSi,1 are satisfied.

For  the  wafer  sojourn  time  at  PSi,2,  we  have  the  following
situations.

mp
2 < mi1

2 N+K y′ mp
2

PSi1,2
PSi1,3 PSi1,n[i]

ωi1,n[i] ωi1,1
PSi1,2

1)  For , i1 ∈  \  {p},  from  the th  to  the  ( +
1)th cycle, the increment in wafer sojourn time at  is the
same  as  that  at  to .  Thus,  if  (19)  holds,  the
decrease in  can offset the increase in  that is given
in the previous cycles, which means that WRTCs at  are
satisfied.

mp
2 ≥ mi1

2 N+K mi1
2

PSi1,2

⌊∥ D
y′,m

i1
2 +1
∥ /2⌋∆ = (⌊m

i1
2 +1
2 ⌋)∆ ω

m
i1
2 +1

i1,1

PSi1,2

2) For , i1 ∈  \  {p}, in the (  + 1)th cycle,  by
Algorithm  4,  the  total  increment  in  cycle  time  at  is

,  while is  increased  by
Lines 24−27. Therefore, following (8), the wafer sojourn time
at  is
 

τ′i1,2 = Θ×mi1
2 + (⌊

mi1
2 +1
2
⌋)∆− (4λi+3µi+ω

m
i1
2 +1

i1,1
)

= Θ×mi1
2 + (⌊

mi1
2 +1
2
⌋)∆− (4λi+3µi

+ (⌊
mi1

2 +1
2
⌋+1)∆+ωi1,1) = τi1,2−∆.

Or
 

τ′i1,2 = Θ×mi1
2 + (⌊

mi1
2 +1
2
⌋)∆− (4λi+3µi

+ (⌊
mi1

2 +1
2
⌋)∆+ωi1,1) = τi1,2.

τ′i1,2 τi1,2 ∆If (21) holds and  =  − , it means that
 

τ′i1,2 = τi1,2−∆ ≥ αi1,2,

PSi1,2namely, WRTCs at  are satisfied.

ωi,n[i]

3)  For Cp,  if j1 =  2,  it  means  that  the  cleaning  operation
occurs at PSp,2 which is loaded with a virtual wafer that is not
imposed on WRTCs. Therefore, when j1 = 2, WRTCs at PSp,2
always  are  satisfied;  otherwise,  the  effect  of  the  decrease  of

 is  the same as that  mentioned in 2),  which implies that
the  wafer  sojourn  time  at  PSp,2 is  also  decreased  by  ∆  time
units. If (22) holds, WRTCs at PSp,2 are satisfied. ■

mp
2 < mi1

2 N+KFor , i1 ∈  \  {p},  when j1 =  2,  (19)  and  (20)
should hold for satisfying WRTCs of each processing step in a
K-CT during a cleaning operation. When j1 ≠ 2, (19), (20) and
(22) should hold.

mp
2 ≥ mi1

2 N+KFor , i1 ∈  \  {p}, when j1 = 2, (19)−(21) should
hold for satisfying WRTCs for each processing step in a K-CT
during  a  cleaning  operation.  When j1 ≠  2,  (19)−(22)  should
hold.

Theorem 5: A feasible schedule can be found by Algorithm
4 during the cleaning operation of a single-arm MCT with par-
allel chambers and WRTCs, if and only if (19)−(22) are satis-
fied.

Proof (Necessity): According to the proof of Theorem 4, if a
feasible  schedule  can  be  found  by  Algorithm  4,  the  wafer
sojourn  time  of  each  step  must  satisfy  WRTCs,  i.e.,  Condi-
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tions (19)−(22) must hold. Therefore, (19)−(22) are necessary.
mp

2 < mi1
2

N+K ωi,n[i] ≥ (⌊mp
2

2 ⌋+1)∆ N+K

αi,1+δi,1−τi,1 ≥ xi
r∆ N+K

mp
2 ≥ mi1

2 N+K
τi,2−αi,2 ≥ ∆ N+K

Proof (Sufficiency): By the proof of Theorem 4, if ,
i1 ∈ \{p} and j1 = 2, then , i ∈ , guar-
antees  that  the  wafer  sojourn  time  at  PSi,n[i] to  PSi,2 satisfies
WRTCs because their increments except for PSi,1 are the same
as that at PSi,n[i].  Thus, , i ∈ ,  pledges
that  WRTCs at  PSi,1 are satisfied.  If , i1 ∈  \  {p},
and j1 ≠  2, , i ∈  hold,  they  ensure  that  the
WRTCs at PSi,2 can be satisfied during the cleaning operation.
Consequently, (19)−(22) are sufficient. ■

mp
2

In  Algorithm  4,  the  number  of  iterations  in  the  For-loop,
i.e., Lines 14−15 and 1−19, is no more than n[i]. In addition,
by  Line  12,  the  number  of  iterations  in  such a  While-loop is
no more than (  + 1),  which is  a  constant.  Thus,  combined
with the For-loop in Line 10, the computational complexity of
Algorithm 4 is polynomial.

After the cleaning operation, we need to set the robot wait-
ing  time  properly  to  make  the K-CT return  to  a  steady  state.
To do so, we propose an algorithm in the next section.  

D.  Algorithms for Switching a Transient State to a Steady State

Algorithm 5 Schedule a K-CT After  a  Condition-Based Cleaning
Operation

ωi, j i ∈ N+K , j ∈ Nn[i] ∆Input:  ( ), 
ζ
ιi
i, j Q1Output: , 

ζi, j1:  Set  as the robot waiting time for switching to a steady state
← 12:  　For i  to K do

B1← i2← 13:  　　  0, 
j ∈ Nn[i] υi, j← 0 ζιii, j ← 04:  　　ForEach  do ,  

← 1 mi
n[i]5:  　　For s  to  do

B←6:  　　　  0
mp

j1
j1 ≥ 37:  　　　If s =  and i = p and  then

B1←8:  　　　　  1
ιi← mp

2 +1+ s9:  　　   
σ
ιi
i, j← ι←10: 　　  0,  1

11: 　　 Call Algorithm 6
ι′← {ιi1 ≤ i1 ≤ i}12: 　　  max  | 1 

κ← mp
2 +2 ι′13: 　　For  to  do

Q1←14: 　　　　  Algorithm 7
15: 　End

mp
2

ζκi, j N+K Nn[i]
σκi, j

N+K N+n[i]
ζκi, j σκi, j υi,w1

PSi,w1−2 N+K
υi,1 υi,2

After  the cleaning operation in  the (  + 1)th  cycle  is  fin-
ished,  the K-CT  needs  to  make  a  transition  from  a  transient
state to a steady state. In this section, we propose Algorithm 5
to achieve this transition by properly adjusting the robot wait-
ing time in each CT. During such a transition, the robot wait-
ing time in the κth cycle is  denoted by , i ∈ , j ∈ ,
κ ∈ N+.  Let  denote  the  adjustment  of  the  robot  waiting
time  at  PSi,j in  the κth  cycle, i ∈ , j ∈ , κ ∈ N+,  and

 = ωi,j + .  Furthermore,  is  the  total  adjustment  of
the robot waiting time from PSi,1 to , i ∈ , 3 ≤ w1 ≤
n[i]. In particular,  =  = 0. Firstly, Lines 3−10 in Algo-
rithm  5  initialize  the  robot  waiting  time.  Then,  Algorithm  6
sets the robot waiting time for each CT to switch from a tran-

mi
n[i]

mp
2

sient state to a steady state. Since the difference of each paral-
lel chamber number is small, we set the robot waiting time in
every  cycles for each step until a CT switches to a steady
state  by  Algorithm  6. ι' denotes  the  biggest  index  of  cycles
after  such  a  transition.  Next,  Line  12  in  Algorithm  5  sets ι',
and  we  can  check  the  coordination  of  a  buffer  chamber
between two adjacent CTs from the (  + 2)th cycle to the ι'th
cycle by Algorithm 7.

Algorithm 6 Set the Robot Waiting Time for a K-CT Switches to a
Steady State

ωi, j υi, j σ
ιi
i, j i ∈ N+K , j ∈ Nn[i] ∆ B B1Input: , ,  ( ), , , 

ζ
ιi
i, j σ

ιi
i, j ιiOutput: , , 

1:  Do
If n[i] = 2 z1← ∆ B← B+1 Else z1← (⌊mp

2
2 ⌋+1)∆2:  　  then　 ,  

ι 13:  　If  =  then
If B1 = 14:  　　 then goto Line 7
ζ
ιi
i,n[i]← ωi,n[i] − z1 σιii,n[i]←−z15:  　　 , 

6:  　Else
ζ
ιi
i,n[i]← ωi,n[i] −υi,n[i] σ

ιi
i,n[i]←−υi,n[i]7:  　　 , 

s1← n[i]−1 s1 , b[i]8:  　For  down to 1 and  do
e2← ιi −mi

s1
9:  　　

ι = 1 s1 > 210: 　　If  and  then
B1 111: 　　　If  =  then
ζ
ιi
i, s1
← ωi, s1 +σ

ιi
i,n[i] σ

ιi
i, s1
← σιii,n[i]12: 　　　　 , 

13: 　　　Else
ζ
ιi
i, s1
← ωi, s1 σ

ιi
i, s1
←14: 　　　　 ,  0

15: 　　Else
e2 < mp

2 +116: 　　　If  then
If e2 mod 2 = 0 then e2← ⌊ e2

2 ⌋17: 　　　　

e2← ⌊ e2
2 ⌋+118: 　　　　Else 

← z1 − e219: 　　　　part 
ζ
ιi
i, s1
← ωi, s1 + |part×∆+∑n[i]

e=s1+1σ
ιi
i,e −σ

ιi
i,n[i] |20: 　　　　

σ
ιi
i, s1
← |part×∆+∑n[i]−1

e=s1+1σ
ιi
i,e −σ

ιi
i,n[i] |21: 　　　　

e2 ≥ mp
2 +1 s1 > 222: 　　　Else if  and  then

ζ
ιi
i, s1
← ωi, s1 + |υi, s1 +

∑n[i]−1
e=s1+1σ

ιi
i,e −σ

ιi
i,n[i] |23: 　　　　

σ
ιi
i, s1
← |υi, s1 +

∑n[i]−1
e=s1+1σ

ιi
i,e −σ

ιi
i,n[i] |24: 　　　　

25: 　　　Else
ζ
ιi
i, s1
← ωi, s1 + (σιii,n[i] −

∑n[i]−1
e=s1+1σ

ιi
i,e −σ

ιi
i,b[i]+1)26: 　　　　

σ
ιi
i, s1
← σιii,n[i] −

∑n[i]−1
e=s1+1σ

ιi
i,e −σ

ιi
i,b[i]+127: 　　　　

,28: 　if i  K then
[i] = 2 σ

ιi
i,b[i]−1 =29: 　　If b  or  0 then

ζ
ιi
i,b[i]← ωi,b[i] + (σιii,n[i] −

∑
e∈N+n[i]−1\{b[i]}

σ
ιi
i,e)30: 　　　

σ
ιi
i,b[i]← σ

ιi
i,n[i] −

∑
e∈N+n[i]−1\{b[i]}

σ
ιi
i,e31: 　　　

32: 　　Else
ζ
ιi
i,b[i]← ωi,b[i] +σ

ιi
i,b[i]−1 σ

ιi
i,b[i]← σ

ιi
i,b[i]−133: 　　　 , 

ζ
ιi
i,b[i]−1← ωi,b[i]−1 σ

ιi
i,b[i]−1←34: 　　　 ,  0

ζ
ιi
i,1← ζ

ιi
i,1 + (σιii,n[i] −

∑
e∈N+n[i]−1

σ
ιi
i,e)35: 　　　

σ
ιi
i,1← σ

ιi
i,n[i] −

∑
e∈N+n[i]−1

σ
ιi
i,e36: 　　　

s2← n[i] 337: 　For  down to  do
υi, s2 ←

∑s2−2
e1=1σ

ιi
i,e1

38: 　　

υi, s2 = 0 ← B+139: 　　If  then B 
ι← ι+1 ιi← ιi +mi

n[i]40: 　 , 
41:  While B < n[i] – 2;
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Ci−1 Ci ∈ N+KAlgorithm 7 Check the coordination between  and , i 

σκi, jInput: 
Q1Output: 

≥ 21:  if i  then
i2 ≤2:  　while  i do

Φ1←
∑b[i−1]−2

e1=1 σκ−1
i−1,e2

+
∑n[i−1]

e2=b[i−1]σ
κ
i−1,e2

Φ2← σκi,n[i]3:  　　 , 
Φ3←

∑n[i]−1
e3=1 σ

κ
i,e3
Φ4← σκi−1,b[i−1]−14:  　　 , 

Φ1 ≥ Φ2 Φ3 ≥ Φ45:  　　If  and  then
Ci−1 Ci　　　　/*  and  can switch to a steady state 　　　　　*/

Q1←6:  　　　  0
7:  　　Else

Ci−1 Ci　　　　/*  and  can not switch to a steady state 　　　*/
Q1←8:  　　　  i

i2← i29:  　　  + 1

N+n[i]−2

mp
2

mp
2 mi

n[i]

(⌊mp
2

2 ⌋+1)∆
∆

The key to realizing such a transition for a K-CT is how to
adjust  the  robot  waiting  time  without  violating  WRTCs  and
keep  the  robot  waiting  time  of  PSi,1 to  PSi,(n[i]−2) unchanged,
n[i] > 2. In a cycle, the robot waiting time at PSi,j, j ∈ ,
affects the wafer sojourn time at  PSi,(j+2) instead of the wafer
sojourn  time at  PSi,(j+1) since  the  chamber  at  PSi,(j+1) remains
empty with a backward strategy. Therefore, from Lines 39 to
40, we calculate the increase in PSi,(n[i]) to PSi,3 for the restora-
tion  of  the  next  cycle.  By  Algorithm 4,  from the  (  +  2)th
cycle to the (  + 1 + )th cycle, the total increase in the
wafer  sojourn  time  of  PSi,(n[i]) is  the  same,  which  is

.  When n[i]  =  2,  the  total  increment  in  the  wafer
sojourn  time  of  PSi,(n[i]) is .  We  offset  such  increases  with
decreasing ωi,n[i] by  Lines  5−7.  The  decrease  in ωi,n[i] means
that  the  robot  performs the  next  action  earlier  after  the  robot
waiting  event  at  PSi,(n[i]),  which  implies  that  the  increase  in
wafer  sojourn  time  in  the  rest  of  the  steps  also  gets  offset.
Therefore,  by  Lines  8−27,  we  calculate  the  total  increase  in
the wafer sojourn time of PSi,1 to PSi,n[i]−1, except PSi,b[i], and
then  offset  the  increase  by  setting  the  robot  waiting  time  of
these steps to satisfy WRTCs. The robot waiting time at PSi,b[i],
i ≠ K, is set by Lines 28−36. If b[i] = 2, the increment in ωi,b[i]
is the rest of the total waiting time. If b[i] > 2, the increment in
ωi,b[i] is  the  same  as  that  in ωi,b[i]−1,  and  the  increment  in
ωi,b[i]−1 is set 0 by Line 34 for satisfying WRTCs at PSi,b[i]−1.

After  the  above  setting,  WRTCs  in  each  step  are  met.  In
addition, the increase of the next cycle is calculated by Lines
39  and  40  such  that  we  can  keep  offsetting  the  increase  in
steps until B < n[i] − 2 does not hold. By Algorithm 6, we can
offset  the  increase  in  the  wafer  sojourn  time  of  each  step  to
satisfy WRTCs.

mp
2

Nevertheless,  we need to  make sure  that  two adjacent  CTs
can still  coordinate well  with each other  to share their  buffer
chamber  after  the  robot  waiting  time  is  set  by  Algorithm  6.
We set Φ1,  Φ2,  Φ3,  and Φ4 by Lines 3 and 4 in Algorithm 7.
Line  13  of  Algorithm 5  indicates  +  2  ≤ κ ≤ ι'.  Then,  we
have the following Theorem.

Theorem  6: After  a  cleaning  operation,  the  robot  waiting
time is set by Algorithm 6, if the following (23) and (24) hold,
two  adjacent  CTs  still  coordinate  well  to  share  their  buffer
chamber. 

b[i−1]−2∑
f2=1

σκ−1
i−1, f2
+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
≥σκi,n[i], 2 ≤ i ≤ K (23)

 

n[i]−1∑
f8=1

σκi, f8 ≥ σ
κ
i−1,b[i−1]−1, 2 ≤ i ≤ K. (24)

ζκi−1,b[i−1]−1

ζκi−1,b[i−1]

⟨
ζκ−1

i−1,b[i−1]−2

ζκi−1,0

ζκi−1,b[i−1]+1

⟩

Proof: By (8),  with Θ being the cycle time after the clean-
ing  operation,  the  wafer  sojourn  time at  PSi−1,b[i−1] in  the κth
cycle  is τ'i−1,b[i−1] =  Θ  −  (4λi−1 +  3μi−1 + ).  Let ϕ1
denote  the  time  point  when  the  loading  operation  of  the
(κ−1)th  cycle  at  PSi−1,b[i−1] ends,  i.e.,  a  wafer  has  been  just
loaded  into  a  chamber  at  PSi−1,b[i−1].  In  the κth  cycle,  let ϕ2
denote  the  time  point  when  robot Ri-1 begins  to  move  to
PSi−1,b[i−1]. Then, (ϕ2 − ϕ1) + μi−1 +  = τ'i−1,b[i−1] is also
the wafer sojourn time at PSi−1,b[i−1] in the κth cycle. Starting
at time point ϕ1, by a backward strategy, the following opera-
tion  sequence  for Ri−1 is  performed: Γ1 = Moving  to  the
chamber  at  PSi−1,b[i−1]−2 (μi)  →  waiting  there  for 
time units → unloading a finished wafer at PS i−1,b[i−1]−2 (λi) →
moving  to  the  chamber  at  PS i−1,b[i−1]−1 and  loading  it  there
(μi + λi)  → ··· → moving to PS i−1,0 (μi)  → waiting there for

 time units → unloading a wafer at  PS i−1,0 (λi)  → mov-
ing to the chamber at PSi−1,1 and loading it there (μi + λi) → ···
→ moving to PSi−1,b[i−1]+1 (μi) → waiting there for 
time units → unloading a finished wafer at PS i−1,b[i−1]+1 (λi) →
moving  to  the  chamber  at  PS i−1,b[i−1]+2 and  loading  it  there
(μi + λi)  →  moving  to  the  chamber  at  PSi−1,b[i−1] ,  and ψ'
denotes the robot task time during such an operation sequence.
Thus,
 

τ′i−1,b[i−1] = (ϕ2−ϕ1)+µi−1+ ζ
κ
i−1,b[i−1]

= (
b[i−1]−2∑

e1=1

ζκ−1
i−1,e1

+

n[i−1]∑
e2=b[i−1]+1

ζκi−1,e2
+ ζκi−1,0+ψ

′)+µi−1

+ ζκi−1,b[i−1]

= ωi−1,0+σ
κ
i−1,0+

b[i−1]−2∑
f1=1

ωi−1, f1 +

b[i−1]−2∑
f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f3=b[i−1]+1

ωi−1, f3 +

n[i−1]∑
f4=b[i−1]+1

σκi−1, f4
+ωi−1,b[i−1]

+σκi−1,b[i−1]+µi−1+ψ′

= ωi−1,0+

b[i−1]−2∑
f1=1

ωi−1, f1 +ωi−1,b[i−1]

+

n[i−1]∑
f3=b[i−1]+1

ωi−1, f3 +µi−1

+ψ′+
b[i−1]−2∑

f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
+σκi−1,0

= (
b[i−1]−2∑

f6=0

ωi−1, f6 +

n[i−1]∑
f7=b[i−1]

ωi−1, f7 )+ (µi−1+ψ′)
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+

b[i−1]−2∑
f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
+σκi−1,0

= (ψi−1,2−ωi−1,b[i−1]−1)+ (ψi−1,1− (4λi−1+3µi−1))

+

b[i−1]−2∑
f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
+σκi−1,0

= ψi−1,2+ψi−1,1− (4λi−1+3µi−1+ωi−1,b[i−1]−1)

+

b[i−1]−2∑
f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
+σκi−1,0

= Θ− (4λi−1+3µi−1+ωi−1,b[i−1]−1)+
b[i−1]−2∑

f2=1

σκ−1
i−1, f2

+

n[i−1]∑
f5=b[i−1]

σκi−1, f5
+σκi−1,0.

σκi−1,0 ∑b[i−1]−2
f2=1 σκ−1

i−1, f2∑n[i−1]
f5=b[i−1]σ

κ
i−1, f5

σκi−1,0

By  Algorithm  5,  is  always  0,  and  it  follows  from
(8)  that  Θ  −  (4λi−1 +  3μi−1 + ωi−1,b[i−1]−1)  +  +

 +  becomes:
 

τ′i−1,b[i−1] = τi−1,b[i−1]+Φ1∑b[i−1]−2
f2=1 σκ−1

i−1, f2

∑n[i−1]
f5=b[i−1]σ

κ
i−1, f5

σκi,n[i]where Φ1 =  + . Set Φ2 = ,
which  is  always  a  decrement  in  the  robot  waiting  time ωi,n[i]
by Lines 5 and 8 in Algorithm 6. If (23) holds, it means that
 

τ′i−1,b[i−1] = τi−1,b[i−1]+Φ1 ≥ 4λi+3µi+ωi,n[i]+Φ2

where τi−1,b[i−1] ≥ 4λi + 3μi + ωi,n[i], or (13) is already satisfied
by the previous analysis.

ζκi,0

In the κth cycle, let ϕ3 denote the time point when the load-
ing operation at PSi,0 ends, i.e., Ri has just loaded a wafer into
a  chamber  at  PSi,0,  and ϕ4 the  time  point  when  the  moving
operation  starts,  i.e., Ri begins  to  move  to  PSi,0.  Then,  (ϕ4 −
ϕ3)  + μi +  = τ'i,0 also is  the wafer  sojourn time at  PSi,0 in
the κth cycle. Similarly,
 

τ′i,0 = τi,0+Φ3∑n[i]−1
j=1 σi, j σi−1,b[i−1]−1where Φ3 = .  In addition, Φ4 = .  If  (24)

holds, it means that
 

τ′i,0 = τi,0+Φ3

≥ 4λi−1+3µi−1+ωi−1,b[i−1]−1+Φ4

= 4λi−1+3µi−1+ ζ
κ
i−1,b[i−1]−1

namely, (14) is satisfied.
Therefore, if (23) and (24) hold, then (13) and (14) are satis-

fied, which means that two adjacent CTs can well coordinate
to share their buffer chamber by Algorithm 6. ■

The above analysis is shown in Fig. 5. It shows an example
of  a  pair  of  adjacent  tools  coordinating  to  share  their  buffer
chamber when (23) and (24) hold.

In Algorithm 6, the number of iterations in the For-loop of
Lines  8−27  and  37−38  is  no  more  than n[i].  Within  Lines
8−27, there are several summations, which show that the num-
ber  of  iterations  of  such  functions  is  also  no  more  than n[i].
The running time of the outer DoWhile-loop in Algorithm 6 is
(n[i])2 × ι, where ι is the number of iterations in the DoWhile-

 

Φ1 depends on the regulation of the robot waiting time at PSi − 1, j with j ∈ Nn[i]\ {b[i − 1]}.
Φ2 depends on the regulation of the robot waiting time at PSi, n[i].
Φ3 depends on the regulation of the robot waiting time from PSi, 1 to PSi, n[i] − 1.
Φ4 depends on the regulation of the robot waiting time at PSi − 1, b[i − 1] − 1.
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Fig. 5.     Illustration of the coordination of a buffer chamber.
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mi
n[i]

loop. The number of iterations depends on the number of par-
allel  chambers  at  the  last  step  ( ),  which  is  a  constant.
Therefore,  the  computational  complexity  of  Algorithm  6  is
polynomial.

Then, in Algorithm 7, the number of operations in summa-
tions is no more than n[i], which is a constant. Thus, the com-
putational complexity of Algorithm 7 is polynomial.

mp
2

mi
n[i]

mp
2

mi
j N+K N+n[i]

mi
n[i]

Algorithm 5 calls Algorithms 6 and 7 to set the robot wait-
ing  time  and  check  the  coordination  between  two  adjacent
CTs.  Thus,  the  computational  complexity  of  Algorithm  5
depends  on  the  complexity  of  Algorithms  6  and  7.  By  Lines
13 and 14 in Algorithm 5, the iteration number of Algorithm 7
is ι' − (  + 2), which depends on the number of iterations in
the  DoWhile-loop  within  Algorithm  6.  Similarly, ι'  depends
on  like ι in Algorithm 6, which is a constant.  The num-
ber of iterations in the For-loop of Lines 2−14 in Algorithm 5
is no more than K, which is a constant. Therefore, the running
time of the outer For-loop in Algorithm 5 is K × (((n[i])2 × ι) +
((n[i]) × (ι'  − (  + 2))). In practice, a CT consists of four to
eight PCs, which indicates that n[i] and , i ∈ , j ∈ are
limited and small. Since ι and ι’ depend on  according to
the  above  analysis,  the  computational  complexity  of  Algo-
rithm 5 is polynomial.  

E.  Summary of Algorithms
Within a K-CT,  Algorithm 3 checks the workload for  each

CT and calls Algorithm 1 or Algorithm 2 to give the schedula-
bility and set the robot waiting time if such a CT is schedula-
ble.  By  the  obtained  robot  waiting  time,  a  feasible  schedule
can be found for a K-CT with WRTCs and parallel chambers
during a steady state.

When the controller sends the clean signal, we calculate t by
(17)  for  determining  the  time  to  unload  a  virtual  wafer  from
LLs in  order  to  load it  into  the  cleaning chamber  on time.  If
t ≥ 0 and ηi,j ≥ ρi,j,  it  means that the time for cleaning gained
by loading a virtual wafer is longer than the time for finishing
such  a  cleaning  operation.  Since  a  virtual  wafer  is  fictitious,
after loading it into the cleaning chamber, the robot just waits
here  until  its  next  operation,  which  indicates  that  the  robot

operation  sequences  remain  unchanged.  And  the  cleaning
operation  can  be  performed  completely  without  interruption
until  the next  loading operation occurs  at  the cleaning cham-
ber.

If t > 0 and ηi,j < ρi,j, it means that the time gained for clean-
ing  by  loading  a  virtual  wafer  is  not  enough  for  meeting  the
cleaning  requirement  when  such  a  cleaning  operation  lasts  a
longer  time.  Under  this  circumstance,  if  (19)−(22)  are  satis-
fied,  we  can  increase  the  cycle  time  by  Algorithm  4  to  gain
enough  time  for  cleaning.  Consequently,  the  coordination
between two adjacent  CTs is  still  valid,  and WRTCs are still
satisfied. After the cleaning operation is finished, Algorithm 5
is  adopted  to  switch  a K-CT  to  a  steady  state.  Algorithm  5
calls  Algorithm  6  to  adjust  the  robot  waiting  time  satisfying
WRTCs for each CT so that such waiting time is the same as
that  in  a  steady  state.  Then,  Algorithm 7  checks  whether  the
coordination  between  two adjacent  CTs  still  holds  after  such
adjustments. If such coordination still holds, it returns Q1 = 0,
and a K-CT is back to a steady state. The above analysis can
be summarized in Fig. 6.  

IV.  Illustrative Examples

This  section  uses  two  examples  to  show the  application  of
the proposed algorithms. In the following examples,  the time
unit is second.

m1
1 m1

b[1] m1
3

m2
1 m2

2 m2
b[2] m2

4

Example 1: In a three-CT, PS1,0 is LLs, PS2,0, and PS3,0 are
incoming  buffers,  and,  PS1,2 and  PS2,3 are  outgoing  buffers.
Each  robot  takes  2  s  to  move  between  two  steps.  The  time
taken by a robot for loading/unloading operation is 3 s. Or we
have λ1 = λ2 = λ3 = 3 and μ1 = μ2 = μ3 = 2. C1 has three pro-
cessing steps with ( , , )  = (2,  1,  2),  where b[i]  = 2.
The  wafer  processing  time  at  Steps  1−3  is  100,  0,  and  80,
respectively,  or  we  have α1,1 =  100, α1,2 =  0,  and α1,3 =  80.
After being processed, a wafer has to be unloaded from a PC
within no more than 20 s,  or  we have δ1,1 = δ1,3 = 20.  There
are  four  processing  steps  within C2,  which  means  that  the
wafer flow is ( , , , ) = (3, 3, 1, 2), where b[i] = 3.
The  wafer  processing  time  at  Steps  1−4  is  174,  180,  0,  and
100 respectively,  or  we have α2,1 = 174, α2,2 = 180, α2,3 = 0,
and α2,4 =  100.  Similarly,  we  have δ2,1 =  20, δ2,2 =  20,  and
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Algorithm 2

Algorithm 4

Algorithm 3
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Algorithm 5
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Find a schedule for a
K-CT under a steady

state
An unbalanced

workload

Find a schedule for a
CT

Find a schedule
under a steady state

t ≥ 0 

ηi, j ≥ ρi, j 
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Fig. 6.     Overview of the proposed algorithms.
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m3
1 m3

2δ2,4 = 20. For C3 with ( , ) = (2, 2), the wafer processing
time at Steps 1 and 2 is 100 and 80, or we have α3,1 = 100 and
α3,2 =  80.  The  wafer  can  stay  there  for  20  s  after  being  pro-
cessed, or δ3,1 = δ3,2 = 20.

In such a case, during a steady state, the cycle time is found
to be Θ = 66.  It  can be verified that  1) C1 and C3 satisfy the
condition  in  Case  2;  2) C2 satisfies  the  condition  in  Case  1.
Then, by Algorithm 3, in a steady state, the robot waiting time
is set as ω1,0 = ω1,1 = 0, ω1,2 = 14, ω1,3 = 12, ω2,0 = ω2,1 = ω2,2 =
ω2,3 = 0, ω2,4 = 16, ω3,0 = 7, ω3,1 = 14, and ω3,2 = 15. Thus, a
feasible schedule can be determined for such a three-CT.

PC3
1,1

PC3
1,1

m3
1

∆ x3
0

By the controller of such a three-CT, in order to ensure the
wafer  quality,  the  chamber  ( )  needs  to  be  cleaned  after
six  wafers  are  consecutively  processed.  Therefore,  the  time
point that unloads a virtual wafer from LLs can be calculated
by (17), which means t = (13 − 3 − 7) × Θ + μ3 + ω3,0 = 669 >
0.  A  virtual  wafer  can  be  loaded  into  a  chamber  ( )  on
time  for  its  cleaning.  The  cleaning  operation  takes  157s,
which shows ρ3,1 > η3,1 = Θ ×  + 3μ3 + 2λ3 + ω3,0 = 151. It
means  that  the  cleaning  time  obtained  by  loading  a  virtual
wafer  is  not  enough  to  complete  the  cleaning  operation.
Hence,  by  Algorithm 4,  we  increase  the  cycle  time  intermit-
tently by  = (ρ3,1 − η3,1)/  = 6.

During  the  cleaning  operation,  by  Algorithm  4,  the  robot
waiting time is set as follows.

ω1
1,0 ω1

1,1 ω1
1,2 ω1

1,3
ω1

2,0 ω1
2,1 ω1

2,2 ω1
2,3 ω1

2,4 ω1
3,0 ω1

3,1
ω1

3,2

1) In the 13th cycle,  = 0,  = 6,  = 14,  = 12,
 = 0,  =6,  =  = 0,  = 16,  = 7,  =

20, and  = 15;
ω2

1,0 ω2
1,1 ω2

1,2 ω2
1,3

ω2
2,0 ω2

2,1 ω2
2,2 ω2

2,3 ω2
2,4 ω2

3,0 ω2
3,1

ω2
3,2

2) In the 14th cycle,  = 0,  = 6,  = 14,  = 6,
 = 0,  =6,  =  = 0,  = 10,  = 7,  =

20, and  = 9;
ω3

1,0 ω3
1,1 ω3

1,2 ω3
1,3

ω3
2,0 ω3

2,1 ω3
2,2 ω3

2,3 ω3
2,4 ω3

3,0 ω3
3,1

ω3
3,2

3) In the 15th cycle,  = 0,  = 12,  = 14,  = 6,
 = 0,  =12,  =  = 0,  = 10,  = 7,  =

26, and  = 9.

PC3
1,1

Therefore, the three-CT can obtain enough cleaning time to
finish the cleaning operation performed at .

After  the  cleaning  operation,  by  Algorithm 5  with Q1 =  0,
the robot waiting time is set as:

ζ4
1,0 ζ4

1,1 ζ4
1,2 ζ4

1,3 ζ4
2,0

ζ4
2,1 ζ4

2,2 ζ4
2,3 ζ4

2,4 ζ4
3,0 ζ4

3,1
ζ4

3,2

4) In the 16th cycle,  = 0,  = 6,  = 20,  = 0,  =
0,  = 6,  = 0,  = 6,  = 4,  = 7,  = 20, and

 = 9;
ζ5

1,0 ζ5
1,1 ζ5

1,2 ζ5
1,3

ζ5
2,0 ζ5

2,1 ζ5
2,2 ζ5

2,3 ζ5
2,4 ζ5

3,0 ζ5
3,1

ζ5
3,2

5)  In  the  17th  cycle,  =  0,  =  0,  =  26,  =  0,
 = 0,  = 6,  = 0,  = 6,  = 4,  = 7,  = 20,

and  = 9;
ζ6

1,0 ζ6
1,1 ζ6

1,2 ζ6
1,3

ζ6
2,0 ζ6

2,1 ζ6
2,2 ζ6

2,3 ζ6
2,4 ζ6

3,0 ζ6
3,1

ζ6
3,2

6)  In  the  18th  cycle,  =  0,  =  0,  =  20,  =  6,
 = 0,  = 0,  = 0,  = 6,  = 10,  = 7,  = 14,

and  = 15, and C3 returns to the steady state;
ζ7

1,0 ζ7
1,1 ζ7

1,2 ζ7
1,3

ζ6
2,0 ζ7

2,1 ζ7
2,2 ζ7

2,3 ζ7
2,4

7) In the 19th cycle,  = 0,  = 0,  = 14,  = 12,
 = 0,  = 0,  = 0,  = 6,  = 10, and C1 returns to

the  steady  state,  while C2 can  return  to  a  steady  state  in  the
20th cycle. It is verified in a Gantt chart shown in Fig. 7.
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Example 2: In a two-CT, PS1,0 is LLs, PS2,0 is an incoming
buffer,  and PS1,2 is  an outgoing buffer. R1 takes  3  s  to  move
between two steps, while R2 takes 2 s to do so. The time taken
by R1 for the loading/unloading operation is 2 s. R2 takes 1 s
to load/unload a wafer. Namely, we have λ1 = 2, λ2 = 1 and μ1
= 3, μ2 = 2. C1 has three processing steps with ( , , )
= (3, 1, 2), where b[i] = 2. The wafer processing time at Steps
1−3 is 154, 0, and 93, respectively, or we have α1,1 = 154, α1,2
=  0,  and α1,3 =  93.  After  being  processed,  a  wafer  has  to  be
unloaded from a PC within no more than 20 s, or we have δ1,1
= δ1,3 = 20.  There are two processing steps within C2,  which
means that the wafer flow is ( , ) = (3, 3). The wafer pro-
cessing time at Steps 1 and 2 is 152, and 127 respectively, or
we have α2,1 = 152, and α2,2 = 127. Similarly, we have δ2,1 =
20, and δ2,2 = 20.

In such a case, during a steady state, the cycle time is found
to be Θ = 57. It can be verified that 1) C1 satisfies the condi-
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Fig. 7.     A three-CT with a condition-based cleaning operation.
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tions in Case 1; 2) C2 satisfies the conditions in Case 2. Then,
by Algorithm 3, in a steady state, the robot waiting time is set
as ω1,0 = ω1,1 = ω1,2 =  0, ω1,3 =  17, ω2,0 =  3, ω2,1 =  14,  and
ω2,2 =  22.  Thus,  a  feasible  schedule  can  be  determined  for
such a two-CT.

PC1
2,3

PC1
2,3

m1
3

∆ ⌊mp
2

2 ⌋+1

By the  controller  of  such  a  two-CT,  in  order  to  ensure  the
wafer  quality,  the  chamber  ( )  needs  to  be  cleaned  after
five  wafers  are  consecutively  processed.  Therefore,  the  time
point  that R1 unloads a  virtual  wafer  from LLs can be calcu-
lated by (17), which means t = (11 − 9) × Θ + μ1 + ω1,0 = 117 >
0.  A  virtual  wafer  can  be  loaded  into  a  chamber  ( )  on
time  for  its  cleaning.  The  cleaning  operation  takes  141 s,
which shows ρ1,3 > η1,3 = Θ ×  + 3μ1 + 2λ1 + ω1,2 = 127. It
means  that  the  cleaning  time  obtained  by  loading  a  virtual
wafer  is  not  enough  to  complete  the  cleaning  operation.
Hence,  by  Algorithm 4,  we  increase  the  cycle  time  intermit-
tently by  = (ρ1,3 − η1,3)/ ( ) = 14 / 2 = 7.

During  the  cleaning  operation,  by  Algorithm  4,  the  robot
waiting time is set as follows.

ω1
1,0 ω1

1,1 ω1
1,2 ω1

1,3
ω1

2,0 ω1
2,1 ω1

2,2

1) In the 11th cycle,  = 0,  = 7,  = 0,  = 17,
 = 3,  = 21, = 22;

ω2
1,0 ω2

1,1 ω2
1,2 ω2

1,3
ω2

2,0 ω2
2,1 ω2

2,2

2) In the 12th cycle,  = 0,  = 7,  = 0,  = 10,
 = 3,  = 21, = 15;

ω3
1,0 ω3

1,1 ω3
1,2 ω3

1,3
γ1,3 ω3

2,0 ω3
2,1 ω3

2,2

3) In the 13th cycle,  = 0,  = 0,  = 0,  = 10,
 = 14,  = 3,  = 21, = 22.

PC1
2,3

Therefore,  the  two-CT can  obtain  enough  cleaning  time  to
finish the cleaning operation performed at .

After  the  cleaning  operation,  by  Algorithm 5  with Q1 =  0,
the robot waiting time is set as:

ζ4
1,0 ζ4

1,1 ζ4
1,2 ζ4

1,3 ζ4
2,0

ζ4
2,1 ζ4

2,2

4) In the 14th cycle,  = 0,  = 7,  = 7,  = 3,  =
3,  = 21,  = 15;

ζ5
1,0 ζ5

1,1 ζ5
1,2 ζ5

1,35)  In  the  15th  cycle,  =  0,  =  0,  =  0,  =17,

ζ5
2,0 ζ5

2,1 ζ5
2,2 = 3,  = 21,  = 15;

ζ6
1,0 ζ6

1,1 ζ6
1,2 ζ6

1,3
ζ6

2,0 ζ6
2,1 ζ6

2,2

6)  In  the  16th  cycle,  =  0,  =  0,  =  7,  =  10,
 = 3,  = 21,  = 15. Then, C1 and C2 can switch to a

steady  state  in  the  next  cycle.  It  is  verified  in  a  Gantt  chart
shown in Fig. 8.  

V.  Conclusions

This study deals with a scheduling problem for a single-arm
MCT with WRTCs and a  condition-based cleaning operation
which  is  commonly  seen  in  semiconductor  manufacturing.
Differently  from  the  studies  on  scheduling  a  single-arm  CT
with  a  purge operation,  this  study focuses  on a  more  general
case  in  which  a  chamber  has  finished  more  than  one  wafer
before  a  cleaning  operation  is  required.  To  do  so,  this  work
presents  a  virtual-wafer-based  method  such  that  the  robot
loads  either  a  real  wafer  or  a  virtual  wafer  at  a  time  point t
before the cleaning operation starts. Then, based on the sched-
ule under a steady state, by using a virtual wafer, we can find
a  feasible  schedule  for  a K-CT  running  with  the  condition-
based cleaning operation and satisfying WRTCs. Furthermore,
for a condition-based cleaning operation with a long cleaning
time,  we  can  implement  the  same  method  by  increasing  the
cycle time to complete such a cleaning operation. Besides, the
obtained solution is a periodic schedule based on a one-wafer
cyclic  schedule  that  can  be  easily  applied.  Therefore,  it  has
high practical value in semiconductor manufacturing.

In future work, we will investigate how to schedule a multi-
cluster  tool  when  two  or  more  cleaning  operations  are  per-
formed simultaneously, which is different from this work.
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