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ABSTRACT

A robust pattern classifier algorithm for the variable symmetric plane model, where the driving noise is a mixture
of a Gaussian and an outlier process, is developed. The veracity and high-speed performance of the pattern
recognition algorithm is proved. Bioluminescence tomography (BLT) has recently gained wide acceptance in the
field of in vivo small animal molecular imaging. So that it is very important for BLT to how to acquire the high-
precision region of interest in a bioluminescence image (BLI) in order to decrease loss of the customers because
of inaccuracy in quantitative analysis. An algorithm in the mode is developed to improve operation speed, which
estimates parameters and original image intensity simultaneously from the noise corrupted image derived from
the BLT optical hardware system. The focus pixel value is obtained from the symmetric plane according to a
more realistic assumption for the noise sequence in the restored image. The size of neighborhood is adaptive
and small. What’s more, the classifier function is base on the statistic features. If the qualifications for the
classifier are satisfied, the focus pixel intensity is setup as the largest value in the neighborhood.Otherwise, it
will be zeros.Finally,pseudo-color is added up to the result of the bioluminescence segmented image. The whole
process has been implemented in our 2D BLT optical system platform and the model is proved.

Keywords: robust image, classifier, segmentation, BLT, region of interest

1. INTRODUCTION

Imaging has become an indispensable tool in cancer research, clinical trials and medical practice. Imaging systems
can be grouped by the spatial resolution that is attained into macroscopic, mesoscopic or microscopic systems.
As one kind of macroscopic imaging systems, bioluminescence imaging1, 2 that does not only provide anatomical
and physiological information, but also can obtain molecular information3 is just emerging and adapted for in
vivo analysis in clinical and preclinical use. The basis of optical imaging techniques is photons traveling through
tissue and interacting with tissue components. The bioluminescence imaging signal depends on the expression
levels of a luciferase enzyme, the presence of exogenously administered enzyme substrate (a luciferin), ATP,
oxygen, depth and imaging time. In contrast to fluorescence techniques, there is no inherent background noise,
which makes this technique highly sensitive4 .

Consequently, the bioluminescence imaging is needed high performance digital systems designed for demand-
ing low-light applications. The imaging system incorporates a wide selection of full frame, back-illuminated,
scientific grade CCD, a choice of thermoelectric or cryogenic cooling, and low noise electronics to provide high
sensitivity and high dynamic range. However, there are the unique requirements of low light near-infrared de-
tection (NIR) in scientific imaging applications.An unfortunate drawback of back-illuminated CCD technology
is that they exhibit etaloning - unwanted fringes caused by constructive and destructive interference patterns,
which is dependent on several factors including spectral composition, degree of collimation and entrance angles
of the illumination. Etaloning also can not be eliminated completely by deep depletion technology. Furthermore,
the cosmic rays and defective pixels contribute to errors. In short, there are a list of pixels’ gray values that
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are at least five times larger than the mean of the neighborhood and big standard deviations of the regions of
interest which are more than 2.8, when the shutter of the imaging system is close during imaging.

That is why we need an effective model to remove noise and extract regions of interest while dealing with
bioluminescence images in soft processing system. In the overwhelming majority of models based techniques for
image processing tasks such as edge detection, image synthesis, image segmentation, etc., the image intensity
array is assumed to be a multivariate Gaussian distribution. The Gaussian assumption is used primarily in
estimating parameters of the image model fitted to the image. The corresponding estimation procedure is
relatively easy. However, when the image contains impulse noise, the parameter estimates obtained from the
Gaussian model do not appear to be appropriate. A more reasonable assumption for the noise sequence in the
bioluminescence image is a contaminated Gaussian noise

ξ(i, j) =
{
w(i, j) with probability 1 − β
v(i.j) with probability β (1)

where w(i, j) is a regular white Gaussian noise and v(i, j) is an outlier process and the ratio of outlier β is
assumed small (less than 5 percent).

Generally speaking, maximum likelihood or least squares estimators under the Gaussian assumption are very
minor deviations from the Gaussian noise assumption. What it is a pity that mere a single outlier among 1000
observations can cause large error in the estimator. Therefore, robust estimators are needed in image models.
According to Rangasami L.Kashyap’paper5 , a robust estimator should possess the following property.

♦ It should have a reasonably good or optimal efficiency at the assumed noise distribution.

♦ It should be robust in the sense that the degradation in performance caused by a small number of outliers
is relatively small.

♦ Somewhat larger deviation from the assumed distribution should not cause a catastrophe.

A large number of robust estimation algorithms have been published in the latest forty years, which can
be classified into three main types of estimators: M-estimator, L-estimator, R-estimator. An M-estimator is a
maximum likelihood-type estimator. An L-estimator is a linear combination of ordered statistics. An R-estimator
is derived from the rank tests. At the same time, it is not difficult to extend M-estimators to the problem of
image models, while other types of estimators are difficult to be used in problems other than location parameter
estimation.

Although a robust procedure is necessary in most of the image processing applications, there are very few
reports or articles published how to deal with BLI on the use of robust procedures. This article develops
estimation algorithms for the nonsymmetric half-plane autoregressive image model and apply this robust method
to the image restoration problem. Then, the BLI is segmented using the local expansion and statistics algorithm.

The core algorithm of the article is divided into two large parts. Restoration of an image in the presence of
noise that is a fundamental problem in image segmentation is firstly described as detailed as possible. Kinds of
image restoration methods based on the Gaussian noise assumption have been put forward. For example, Chel-
lappa and Kashyap6 made capital of a spatial interaction model to replace image intensity array and restored
images with minimum mean square error criterion. M. Mattavelli et al7 introduced a new image restoration
method based on a 1-D Kalman filtering. Using the model of tuned channels, the corrupted image was decom-
posed into a set of perceptual components characterized by different orientations and frequencies. The restoration
step was then performed on each component in one dimension following the appropriate orientation with the
well-known Kalman algorithm. However, the impulsive component of the noise is only a small portion of the
whole image, but it is not easy to be removed by the methods based on the Gaussian noise assumption because
its amplitude is much higher than signal amplitude. Although nonlinear filtering measures such as median filter
or α-trimmed mean filter are made use of to remove impulse noise , the edges are usually smeared and the
result image after processing is blurred. Of cause, there is progress in the methods brought up to deal with the
impulsive noise. For example, Li Deng and Ruihua Lu8 proposed a blind image restoration method based on the
genetic algorithm (GA) and the fuzzy control (FC) which consists in alternately estimating the PSF matrixes
and image blocks by two kinds of GAs. Their experiment results were good. What a pity, the edge noise of
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restored image can not be cleared completely, while the operation was complicated. We develop a restoration
progressing based on the robust image model to deal with BLI real time. In our system BLI intensity array is
represented by a nonsymmetric half-plane (NSHP) autoregressive model, and a robust parameter estimate and
data cleaning algorithm is applied to restore images from impulse noise contamination.

Secondly, we develop an algorithm to segment the BLI. The goal of image segmentation is to partition the
image plane into meaningful regions (where meaningful typically refers to a separation of regions corresponding
to different objects in the image), as is well known. In the image segmentation field, traditional techniques do
not completely meet the segmentation challenges mostly posed by bioluminescence images. Because the BLI gray
value is usual less than ten units bigger than the background image gray level, and the variance of the region
of interest in the BLI is at least 2.8. A lot of traditional methods come true in the MITK developed by our
laboratory9 , such as the Threshold Segmentation, the Region Grow Segmentation, the Interactive Segmentation,
the Live Wire Segmentation, the Fast Marching Segmentation, and the LevelSet Segmentation. The outputs
of these algorithms are not ideal for the BLI. However, the signal region can be withdrawn perfectly by the
algorithm from the paper.

The Segmentation algorithm based on the robust image model introduced in the paper is a reasonable
technique that is fit to BLT. It will make great progress in the inverse problem10, 11 because of more clear 2D
surface images.

The rest of this paper is organized as follows. Section 2 presents the pretreatment of image restoration. In
section 3, we give a introduction of the segmentation algorithm. The experiment results are shown in Section 4.
Section 5 provides a summary of our work and talks about the future work.

2. ROBUST IMAGE RESTORATION

This section will describe the whole preprocessing using the robust image modeling technique for the following
image segmentation. Although it is a mature technology, it is the first time to be used in BLI process. And we
have a proved result.

2.1 Robust Parameter Estimation

First of all, the nonsymmetric half-plane model which behaves very much like one dimensional time series models
must be introduced5 . There is an assumption that the gray value of a BLI follows the nonsymmetric half-plane
model. Let (i, j) be an index for the coordinate location, and y(i, j) be the intensity at the coordinate (i, j).
Let’s define a nonsymmetric half-plane Ω as follow:

Ω = {(i, j) : (i = 0 and j < 0) or (i < 0 and j ∈ ∀)} (2)

where Ω is illustrated in Figure 1. The nonsymmetric half-plane members are indicated by X;
⊙

is the origin.

Let s and p be indexes for two-dimensional coordinate locations. The useful property of Ω is: if p ∈ Ω and
s ∈ Ω then (s+ p) ∈ Ω. An NSHP autoregressive model will be written as

y(s) =
∑
r∈L

θpy(s+ p) + α+ σξ(s) (3)

where the noise ξ(·) is zero mean, unit variance, and uncorrelated, while the neighbor set L is a subset of the
nonsymmetric half-plane Ω. Equation (3) can be rewritten in the linear vector equation form

y(s) = θT z(s) + σξ(s) (4)

where θ is a parameter vector and z(s) is a vector which consists of gray values of pixels in the neighbor set L
and unit. The last element of the vector z(s) is required to represent a constant gray level in the image

z(s) = [{y(s+ p), p ∈ L}, 1]T (5)

The above model is used in our 2D real time BLI in vivo system.
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Figure 1. The nonsymmetric half-plane autoregressive model.

Now we should analyze the problem of the parameter estimation in the NSHP model. In the least squares
estimation, we directly minimize the following function, with respect to θ:

∑
i,j

(y(i, j) − θT z(i, j))2 (6)

The basic intention of a least squares estimation is to minimize the residuals. But the corresponding residual is
very large and the least squares estimator is greatly influenced by this outlier, if one observation is an outlier.
Consequently, the least squares estimator is not robust. To make sure the robustness of the estimator, we scale
the residuals by a scale factor σ, which is noise intensity in the NSHP model (Equation 3). Then, we use a
nonquadratic function ρ, which is a differentiable function possessing a bounded derivative, and it is symmetric
about origin with ρ(0) = 0.

Robust M-estimators are defined by the minimization of a nonquadratic function of normalized residuals. Let

Q(θ, σ) =
1
mn

∑
i,j

[ρ(
y(i, j) − θT z(i, j)

σ
) +

1
2
]σ. (7)

The residual should be normalized by the scale factor σ in the above criterion function because the M-estimator
is not scale invariant. M-estimators are robust because the bounded function ρ limits the influence of outliers
to a final estimator. Therefore, the M-estimators of NSHP autoregressive model are defined by the following
minimization problem:

Minimize Q(θ, σ). (8)

The M-estimator will also obtained by solving the following equations simultaneously:

∇θQ(θ, σ) =
−1
mn

Σψ(
y(i, j) − θT z(i, j)

σ
)zT (i, j) = 0 (9)

∂Q(θ, σ)
∂σ

=
1
2
− 1
mn

Σχ(
y(i, j) − θT z(i, j)

σ
) = 0 (10)

where ψ(x) = ∂ρ(x)/∂x and χ(x) = xψ(x) − ρ(x) , and the function ψ is continuous and bounded.

Thus, there should be a reasonable choice of the ψ function not only for the robustness of estimator, but also
for the fast convergence of the iterative procedure. The redescending ψ function yields higher efficiencies than
the monotone ψ function for extremely heavy tailed distributions12, 13 . In our experiment and BLI system, a
redescending ψ function is used as follows:

ψ(x) =

⎧⎪⎪⎨
⎪⎪⎩

x, |x| ≤ a
a · sgn(x), a < |x| ≤ b
c−|x|
c−b a · sgn(x), b < |x| ≤ c

0, |x| > c.

(11)
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The robust estimator of the NSHP autoregressive model parameters defined in Equation (8) has many desir-
able properties, such as the asymptotic property which was proved by Nasburg and Kashyap14 . However, the
direct computation of the M-estimator is difficult, since it involves the minimization of a nonquadratic function
of multiple parameters. Our system draws a lesson from the method introduced by R. L. Kashyap, and brings
up a suitably iterative processing for BLI, of which some basically theoretical properties5 were proved and shown
in 1988. The minimization is done in the following way.

1) Let θ(0) and σ(0) be initial estimates.

2) At the kth iteration, we have θ(k) and σ(k). Compute the residual r(k)

r(k)(i, j) = y(i, j) − θ(k)T

z(i, j), (12)

where z(i, j) is defined in Equation (5). Compute the censored residual r̂(k)

r̂(k)(i, j) = ψ(
r(k)(i, j)
θ(k)

)θ(k). (13)

3) Compute θ(k+1) and σ(k+1) as follows:

θ(k+1) = θ(k) + τ (k), (14)

where
τ (k) = [

∑
i,j

z(i, j)zT (i, j)]−1[
∑
i,j

z(i, j)r̂(k)(i, j)], (15)

σ(k+1)2 =
1
mn

∑
i,j

[r̂(k)(i, j)]2. (16)

4) Repeat steps 2)−→3) until the differences η1 = ‖θ(k+1) − θ(k)‖ and η2 = ‖σ(k+1) − σ(k)‖ become less than
η
(0)
i (i = 1, 2).

2.2 Image Restoration

Now we give a list of steps during image restoration with noise images according the above theoretical model.
First and foremost, we have some simulation experiments using a BLI corrupted by a white Gaussian (0,1) noise
sequence to assess the mean square error of the robust parameter estimator and derive the initial parameters
performing best, such as θ(0) , σ(0) and the size of the neighbor set L. Under the guidance of the robust parameter
estimation algorithm, the values of

1
N

∑
i

(θ(k)
i − θ

(0)
i )2

are less than 0.008 with different β values, while N is the number of tested images. And we find out the following
set of initial parameters is practicable:

L = {(0,−1), (−1, 0), (−1,−1)}, θ(0)
T

= [0.3, 0.3, 0.3], σ(0) = 0.5, and η
(0)
i = 0.001, i = 1, 2.

Secondly, we make C++ program to carry out the iterative processing with the input of the above set of initial
parameters. Happily, the algorithm is worthy of being adopted. Finally, our BLI system,named WinMI, absorbs
this kind of preprocessing.

However, it should be noted that both the photographic image and the correspondingly luminescence image
need to be restored while the overlap image should come out in the BLI system. Because the ultimate goal
of the whole processing is to obtain the region of interest, but there are some tiny geometry offsets between
the crude image and the restored image. And we need the photographic image to mark the spatial location of
bioluminescence information distribution.
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3. ROBUST IMAGE SEGMENTATION

Image segmentation based on robust modeling technique should be narrated in the section in detail. Our
sole motive is to the most effectively display the bioluminescence regions in a image by the method of image
segmentation.

The aforementioned pretreatment is only some a removal of overall noise. In general, the BLI15 is originated
in the live mice in a darkroom without any external light. The maximum of the intensities in the BLI is less
then 0.25 percent in comparison with the max gray level 65535 while the exposure time is 1 second using the
our BLI in vivo system with a VersArray Camera and the binning numbers are 1. What is more, the intensities
of the corresponding background image and BLI are in the same range. The differences between them is no
more than 30 gray levels, generally speaking. What a pity, there are a number of small spots scattering in the
BLI because of the extremely strong light sensitivity in the image system in vivo. Those are usually not the
bioluminescence information and need to be removed. After carefully analyzing it with the image feature, we
could find out suitable processing algorithms. Most likely to think of a solution to the problem is to use the
software the Roper Scientific company developed, named WinView32. It is well known that there are many other
sophisticated algorithms in the 3DMed platform developed by our lab. But the results by the above-mentioned
algorithms are not ideal and the computing speed is very low.

Therefore, there is an urgent need for a high-speed efficient segmentation algorithm. Although there has been
significant interest in graph-based approaches to medical image segmentation in the past few years16, 17 , So few
published articles about BLI segmentation can be referred. To this purpose, we propose a new approach which
is the local expansion and statistics algorithm. The core of the algorithm is that every pixel value is reassigned
in the light of neighborhood expansion algorithms filter when it is in a special statistics range of intensities in
the neighborhood. If the center pixel value does not satisfy such a condition, it is set zero. Detailed steps are
described below.

1) Initialization of matrix mode. The matrix mode Γ(i,j) is filled full with pixels intensities coming from the
uniform neighborhood of the center pixel f(i, j), where f means the original gray image matrix and M ∈ Z,N ∈
Z, k ∈ Z,Z represents the positive integer set.

Γ(i,j)[m,n] = f(i− k +m− 1, j − k + n− 1) (17)

[M,N ] = size(f), 1 ≤ i ≤M, 1 ≤ j ≤ N (18)

size(Γ(i,j)) = [2k + 1, 2k + 1], 1 ≤ m ≤ 2k + 1, 1 ≤ n ≤ 2k + 1 (19)

2) Re-distribution of center pixel value. It should be the implementation of statistics and analysis calculating
process for Γ(i,j) as the input variable, where T is the gray level threshold and Υ is the local statistics threshold
number.

num = 0

while(Γ(i,j)[m,n] ≥ T ) (20)

{num = num+ 1}

f(i, j) =
{
max(Γ(i,j)) num ≥ Υ
0 num < Υ

(21)

3) Pseudo-color processing in the segmented image. It changes the gray image f(i, j) into the RGB color
image, where R is the red channel of the data matrix of the pseudo-color image g(i, j) and G is the green channel
while B indicating the blue channel.

g(i, j) = {R,G,B} (22)

R(i, j) = f(i, j) −min(f(i, j)) (23)

G(i, j) = 1.5 ×
√

(max(f(i, j)) − g(i, j)) × (g(i, j) −min(g(i, j))) (24)

B(i, j) = max(f(i, j)) − f(i, j) (25)

In the BLI system in vivo, we proved these initial parameters which perform best: k = 2,T = 1000, Υ = 8 .
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The phologr3phic ii1age The BLI after removing the background

S

(a) The original photographic image (b) The restored photographic image

4. EXPERIMENTAL RESULTS

The BLI system in vivo , named WinMI, developed by ourselves comes true. And the robust image modeling
technique has proved. The section will describe a whole set of processes in the next paragraph.

First of all, we collect a photographic image , a background image, and a bioluminescent image using the
BLI system in vivo with the help of WinMI software system. The images to be processed should be minus the
background image, which are shown in Figure 2. The photographic image is a grayscale image with a short

Figure 2. The original images.

exposure of the mouse illuminated by the lights located at the top of the imaging chamber. The BLI is one with
a longer exposure of the mouse taken in darkness to capture low luminescence emission. And the background
image is collected while the shutter is close, which should be subtracted to remove the influences from readout
noise and dark current, etc.

Next, we draw a comparison between the images and the restored images. In Figure 3, we can find out that
the contrast is stronger and the details show more clearly by observing (b) in comparison with (a). The same
situation occurs in Figure 4.

Figure 3. The comparison drawn from photographic images.
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S

(a) The original BLI (b) The restored BLI

(a) The segmented BLI by our algorithm (b) The segmented ELI by WinView32

Figure 4. The comparison drawn from bioluminescent images.

In order to show clearly the improved image after robust image restoration, Table 1 is made. The standard
deviation of the values in a image is one of important evaluation parameters while differences are significant. The
restored images have low standard deviations. In Table 1, photographic represents the photographic images and
bioluminescent indicates the bioluminescence images. All of them contain the crude image and the restored
image.

Table 1. The comparison of robustly restored images and original images through the standard deviation of the values .

Restored Image std2(OriginalImage)−std2(RestoredImage)
std2(OriginalImage)

photographic 10.05/100

bioluminescent 10.43/100

Finally, the paper displays the results of two typical image segmentation algorithms.

Figure 5. The different segmented results.
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(a) The restored & segmented BLI (b) The segmented BLI by WinView32

The reselt irrtge

Figure 6. The different segmented results.

In Figure 5 , (a) is the result coming from our robust model while (b) is the output of WinView32 which
is a software with the purchase of machine equipment from Roper Scientific, Inc. There is only one non-zero
region in Figure 5.(a), which is in line with the objective fact that there is only a light source in the live mouse
because of tumor cell transplantation in some a region in vivo. Then, we change the grayscale images into the
pseudo-color ones displayed in Figure 6. It better shows the superiority of our algorithm.

Figure 7. The result image.

At the end of the experimental phase, the output image which we look forward to is obtained as shown in
Figure 7. The size of images is 256× 256 . Every step of the above-mentioned can be completed in less than one
second with a ThinkCentre computer from Lenovo, Inc.

5. CONCLUSIONS

The robust image model technique can offer an approach which can fast and correctly segment the BLI while
restoring the image with the unknown noise. The developed model has been applied in our in vivo small animal
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molecular imaging system, and can accurately determine the photons of every pixel in the region of interest. The
future work will focus on the self-adaptive BLI segmentation in the above model.
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