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Semiautomatic Determination of the Reconstruction Volume
for Real-time Freehand 3D Ultrasound Reconstruction

Yakang Dai, Jie Tian and Jian Zheng

Medical Image Processing Group, Institute of Automation, Chinese Academy of Sciences,
Room 931, No.95 Zhongguancun East Road, Haidian Dist., Beijing 100190, China

ABSTRACT

Freehand 3D ultrasound makes use of a 2D ultrasound system and a position sensor to reconstruct 3D ultrasound
images. To achieve real-time reconstruction while acquisition, the reconstruction volume must be determined
in advance. In this paper, a novel technique is proposed to address the problem effectively. This technique
consists of two steps: the interactive selection of the region of interest (ROI), and the automatic determination
of the reconstruction volume. The tracked B-scan is used as a vivid tool to explore the target object. After
the decision of the principal directions of the target object, four B-scans are designated to enclose the ROI. The
reconstruction volume corresponding to the ROI is then figured out automatically according to the four tracked
B-scans. The presented technique can fast predetermine a compact reconstruction volume aligned with the best
viewing direction. Furthermore, the technique is convenient for the clinician and comfortable for the patient.
The efficient and flexible nature of the technique is demonstrated on a real-time freehand system.

Keywords: Freehand 3D ultrasound, real-time reconstruction, reconstruction volume, ROI

1. INTRODUCTION

3D ultrasound is an important medical imaging modality, and is commonly used in the clinic due to its stereo
representation of the target object. There are several methods of performing 3D ultrasound imaging,1 including
direct 3D imaging with a 3D probe, freehand 3D reconstruction with a position sensor, and so on. 3D probes
can update volumes in real time. However, they are expensive, and the size or resolution of acquired volumes
is limited, which restrict wide uses of 3D probes. The freehand technique uses a conventional 2D ultrasound
machine and a position sensor to reconstruct a 3D ultrasound volume: first the receiver of the position sensor
is attached to the probe of the 2D ultrasound machine to track the position and orientation of the B-scan
image, then a set of B-scan images with the relative positions and orientations are collected and reconstructed
to build up the volume. The freehand technique can achieve 3D imaging of a large region. Furthermore, the
technique is cheap and flexible. Therefore, freehand 3D ultrasound is frequently used in clinical applications
such as neurosurgery.2, 3

Considering artifacts caused by movement, and time-consuming computation of reconstruction and visual-
ization, conventional freehand technique separates the acquisition, reconstruction, and visualization steps, i.e.,
performs volume reconstruction after all B-scan images and the relative positions and orientations are acquired,
and performs visualization after volume reconstruction. Nevertheless, one pitfall of the separation is that the
clinician has to wait a long time to see the reconstruction result before the reconstruction and visualization are
finished. Another pitfall is that the clinician can not get real-time feedbacks about the validity of the acquisition,
so that the acquisition is highly dependent on experience of the clinician, which may result in discarding the
reconstructed volume after visualization. The two disadvantages greatly decrease the efficiency and accuracy of
freehand 3D reconstruction. One method of addressing the problems is real-time reconstruction and visualiza-
tion during acquisition, with which the clinician can know, in real time, which regions of the volume have been
reconstructed, and which regions need further reconstruction, so that he can scan interactively to obtain high
quality 3D images.
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Some publications have reported systems and techniques for real-time reconstruction and visualization. With
an imaging board based on a multimedia video processor, Edwards et al.4 developed an interactive 3D ultrasound
system, which can perform real-time volume reconstruction and visualization during acquisition and operate at
12.5 frames/s. Welch et al.5 developed a real-time freehand 3D ultrasound system for image-guided surgery. The
system allows real-time updates to the scanned volume data as well as the capability to simultaneously display
crosses-sections through the volume and a volume-rendered perspective view. Gobbi and Peters6 described
a technique whereby the real-time 3D reconstruction occurs as the data is acquired, where the operator can
view the three orthogonal slice views through the reconstructed volume. Their system can reconstruct images
cropped from video frames (320 × 240) at 30 frames/s. Dai et al.7 implemented real-time reconstruction
and visualization during acquisition, and introduced the reconstructed ratio and increased ratio into the real-
time reconstruction. The reconstructed volume, reconstructed ratio, and increased ratio are displayed during
acquisition, which provides the operator with both qualitative and quantitative feedbacks on acquisition and
reconstruction.

To achieve real-time reconstruction during acquisition, the reconstruction volume, including the volume
coordinate system (axes and axes origin), voxel size, and volume size, are required before acquisition. Barry
et al.8 used a user-selected key ultrasound frame that is centrally located and depicts a complete cross-section
of the target object to define the axes and axes origin of the reconstruction volume. San José-Estépar et
al.9 used Principal Component Analysis (PCA) to select the volume coordinate system and volume size, and
proposed a method to determine the voxel size. Nevertheless, the two techniques8, 9 are not suitable for real-time
reconstruction, because the reconstruction volume can not be determined before all B-scan images are collected.
Gobbi et al.10 used the extent and voxel spacing of a pre-operative MRI volume to predefine the volume size
and voxel size of the reconstruction volume. However, the definition of the volume coordinate system was not
described, and it is costly to use a MRI volume to predefine the reconstruction volume. Solberg et al.11 advised
estimating the extent of the reconstruction volume by knowledge of the starting position, movement direction, and
type of probe movement if no previous voxel grid can be used for reference. But a detailed method of estimating
the extent was not described. The publications4–7 did not describe details about the predetermination of the
reconstruction volume.

To date, a method, which can predetermine the reconstruction volume efficiently and flexibly, has not been
described in literature. Motivated by this problem, we develop a novel technique to achieve fast, accurate, and
convenient predetermination of the reconstruction volume for real-time reconstruction. The technique comprises
two steps: interactive selection of the ROI, and automatic determination of the reconstruction volume. In the
first step, four tracked B-scans are designated interactively to surround the ROI, and information of the four
designated B-scans are recorded. Then in the second step, the reconstruction volume corresponding to the ROI
is determined automatically according to the previously recorded information. In this paper, we describe the
semiautomatic technique in detail, and demonstrate its efficiency and flexibility on a custom real-time freehand
system.

2. METHODS
2.1 Coordinate Systems
Freehand 3D ultrasound refers to four coordinate systems. As shown in Figure 1, P is the coordinate system
attached to each B-scan image. R and T are the coordinate systems of the receiver and transmitter of the
position sensor respectively. C is the coordinate system of the reconstruction volume. The transformation from
P to C can be written as:12 {

CTP = CTT · T TR · RTP

CX = CTP · P X,
(1)

where P X is the position of each pixel in P . RTP , T TR, CTT , and CTP can be written as a uniform format JTI ,
which denotes the transformation from the coordinate system I to the coordinate system J . CX is the position
of each pixel in C. RTP is a constant matrix that is predefined by spatial calibration. T TR can be figured out
with the six-degree-of-freedom parameters which are read directly from the position sensor. CTT can be figured
out with the axes and axes origin of the volume coordinate system. The axes, axes origin, voxel size, and volume
size are worked out by the two steps that are described in Subsection 2.3 and Subsection 2.4 respectively.
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2.2 Real-time acquisition of images and positions

We employ a circular buffer with ten items, and three recurrent threads to acquire the latest B-scan image and
its relative position and orientation. The ten latest readings acquired from the position sensor, with their relative
time-stamps, are stored into the circular buffer circularly. The three threads are as follows:

• A position acquisition thread reads six-degree-of-freedom parameters from the position sensor continuously,
and stores the readings, along with their calibrated time-stamps, into the circular buffer.

• An image acquisition thread obtains the latest B-scan image through the video frame grabber, and places
the image, along with its calibrated time-stamp, into the memory.

• An interpolation thread interpolates the relative six-degree-of-freedom parameters of the latest image ac-
cording to the time-stamps recorded by the above two threads (see Figure 2), and calculates the T TR with
the interpolated parameters.

This real-time acquisition technique is similar to the one described by Prager et al.13

2.3 Interactive selection of the ROI

Once the latest B-scan image and its relative T TR are obtained, the four vertices of the image are transformed
into the transmitter coordinate system by

T TP = T TR · RTP , T X = T TP · P X, (2)
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and the image is then rendered in the transmitter coordinate system using the texture mapping of the OpenGL.
To exhibit sufficient information about the tracked B-scan in the transmitter coordinate system, we employ
multiple-view display (see Figure 6).

The multiple-view display updates the position and content of the tracked B-scan in the transmitter coordinate
system in real time. Guided by the real-time feedbacks, we can explore the target object interactively to find its
principal directions (x, y, and z) and the best viewing direction on the whole. Then four tracked B-scans that
tightly enclose the target object are designated and recorded to decide the ROI. As shown in Figure 3, the four
B-scans are designated in order of left, right, bottom and top. The left and right B-scans are approximately
vertical to the principal direction x, while the bottom and top B-scans are approximately vertical to the principal
direction y. Moreover, the four B-scans are basically along the principal direction z (the best viewing direction).
For each B-scan, the coordinates of its four vertices in T , denoted as T XLT , T XLB, T XRB, and T XRT respectively,
are recorded. Then the center of the B-scan O is calculated by

O = (T XLT + T XRB)/2, (3)

and the normal of the B-scan N is calculated by

N = ((T XRT − T XLT )/ ‖ T XRT − T XLT ‖) ⊗ ((T XLB − T XLT )/ ‖ T XLB − T XLT ‖), (4)

where ⊗ denotes vector product, and ‖ X ‖ means the modulus of the vector X .

2.4 Automatic determination of the reconstruction volume

With the recorded information of the four designated B-scans, the volume axes, axes origin, voxel size and volume
size are figured out as follows.

2.4.1 Volume axes

As shown in Figure 4, assume OL and OR are the centers of the designated left and right B-scans respectively.
NLR, equal to OR −OL, is the vector from OL to OR. The normals of the designated left and right B-scans are
NL and NR respectively. Provided NL and NLR are reverse, let NL = -NL. The same operation is performed
on NR. Then the x axis of the reconstruction volume is calculated by

Nx = (NL + NR)/ ‖ NL + NR ‖ . (5)
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Similarly, the y axis Ny can be figured out. The z axis Nz is defined by

Nz = Nx ⊗ Ny. (6)

Generally, the above Nx and Ny are not orthogonal. To ensure orthogonal axes, we adjust the Ny by

Ny = Nz ⊗ Nx. (7)

2.4.2 Volume axes origin

According to the NLR and Nx, the volume extent along the x axis is calculated by

Ex = Nx � NLR, (8)

where � denotes dot product. Similarly, the volume extent along the y axis, Ey, can be figured out. Assume the
B-scan image size and pixel size are W × H and Sx × Sy respectively. Then the volume extent along the z axis,
Ez, is defined by Ez = H · Sy. Suppose CRV is the center of the OL, OR, OB, and OT . Then the axes origin
ORV is calculated by

ORV = CRV − Ex · Nx/2 − Ey · Ny/2 − Ez · Nz/2. (9)

According to the volume axes and axes origin, the transformation matrix CTT can be written as⎡
⎢⎢⎣

Nx(x) Nx(y) Nx(z) −Nx � ORV

Ny(x) Ny(y) Ny(z) −Ny � ORV

Nz(x) Nz(y) Nz(z) −Nz � ORV

0 0 0 1

⎤
⎥⎥⎦ . (10)

2.4.3 Voxel size and volume size

Taking the thickness of the ultrasound beam into account, each pixel in the B-scan image can be regarded as
a small volume. We assume the thickness of the ultrasound beam is Sx (though generally the actual thickness
is larger). Then the size of the pixel volume is Sx × Sx × Sy. During acquisition, ideally, the B-scan is made
basically parallel to the best viewing direction (i.e., the z axis of the reconstruction volume) and approximately
vertical to the scanning direction (e.g., the x axis of the reconstruction volume). However, generally there is
an inevitable angle between the pixel volume and each axis while actual scanning. We take π/4 as a trade-
off between reconstruction accuracy and efficiency, and define the voxel size as Vx × Vy × Vz = Sx cos(π/4) ×
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Sx cos(π/4) × Sy cos(π/4). Then the volume size can be calculated by⎧⎪⎨
⎪⎩

Lx = [Ex/Vx + 0.5]
Ly = [Ey/Vy + 0.5]
Lz = [Ez/Vz + 0.5],

(11)

where [A] means the integer of the value A.

3. RESULTS

The proposed technique is integrated into a custom real-time freehand system. A WEUT-70X ultrasound scanner
with a 3.5 MHz curved-array probe is used for B-scan acquisition. Output videos of the scanner are captured
and digitized into discrete 2D images by a video frame grabber (OK M10A). An electromagnetic position sensor
(FASTRAK) is used to track the six-degree-of-freedom parameters of the probe. A Windows-PC with an Intel
Core2 1.86 GHz processor and 1GB physical memory is the core of the system, which hosts the real-time freehand
3D ultrasound reconstruction software.

To evaluate the proposed technique, we perform 3D ultrasound reconstruction of a phantom with the freehand
system. As shown in Figure 5(a), the phantom is hung in a water bath, and the transmitter is randomly placed
aside. The latest B-scan image and recorded B-scan images can be exhibited in the transmitter coordinate
system by the real-time multiple-view display, which can guide the exploration and ROI selection. After overview
exploration of the phantom, we interactively designate four B-scans that are in the principal directions of the
phantom to obtain a tightly enclosed ROI. The multiple-view display of the four recorded B-scans is shown
in Figure 6. Immediately after the selection of the ROI, we get the CTT , voxel size, and volume size of the
reconstruction volume, which are computed automatically by the freehand system. The detailed parameters are
as follows.

CTT =

⎡
⎣ 0.560977 0.825374 0.0637398 −108.925mm
−0.827259 0.556064 0.0802182 258.625mm
0.0307666 −0.0977299 0.994737 304.812mm

⎤
⎦ ,

{
Vx × Vy × Vz = 0.244 × 0.244× 0.289mm3

Lx × Ly × Lz = 398× 381 × 388

With the parameters of the reconstruction volume, we use the technique described by Dai et al.7 to perform
real-time reconstruction of the phantom. The final reconstructed volume is visualized on a custom 3D medical
image processing and analyzing platform (3DMed).14 Figure 7 shows the splatting based15 3D visualization
results of the reconstructed volume.
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4. CONCLUSIONS

The determination of the reconstruction volume is a critical step for real-time freehand 3D ultrasound. This
paper focuses on the point, and presents a semiautomatic technique to predetermine the reconstruction volume.
The technique makes full use of the position and content of the tracked B-scan, as well as the interaction of the
operator to select the ROI. The automatically determined reconstruction volume corresponding to the ROI is
compact and aligned with the best viewing direction. The experimental results well demonstrate the validity of
the technique.

The proposed technique can advance the efficiency and flexibility of a real-time freehand system. Furthermore,
the technique is also useful for conventional freehand 3D ultrasound, where the technique can predetermine a
compact reconstruction volume quickly, and the predetermined reconstruction volume can guide the scanning
process for high quality acquisition. In the clinic, the examined area may be located at a pre-calibrated place
for real-time reconstruction. Moreover, movements of the patient and transmitter may happen. The proposed
technique allows the examined area to be placed at an arbitrary position and orientation. Furthermore, once a
movement takes place, the reconstruction volume can be fast redetermined with the technique. This flexible and
efficient nature makes the technique convenient for the clinician and comfortable for the patient.
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Figure 7. 3D visualization of the reconstructed volume with splatting.
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