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   Dear Editor,
This  letter  explores  optimal  formation  control  for  a  network  of

unmanned surface vessels (USVs). By designing an individual objec-
tive function for each USV, the optimal formation problem is trans-
formed  into  a  noncooperative  game.  Under  this  game  theoretic
framework,  the  optimal  formation  is  achieved  by  seeking  the  Nash
equilibrium of the regularized game. A modular structure consisting
of a distributed Nash equilibrium seeker and a regulator is proposed,
which  is  theoretically  shown  to  be  effective  to  steer  USVs  towards
the  optimal  formation.  A numerical  simulation  example  is  provided
to demonstrate the effectiveness of the proposed method.

Introduction: As effective tools for search, detection, navigation,
rescue,  and  anti-terrorism  attacks  in  sea  areas,  USVs  are  playing
essential  roles in maritime defense and security [1].  Many countries
have  been  making  great  efforts  to  the  development  of  USV-related
techniques,  among  which  formation  control  is  one  of  the  core
focuses.  Aiming  at  steering  USVs  to  achieve  and  maintain  desired
shapes,  formation  control  of  USVs  has  received  considerable  atten-
tion in the past two decades [2]–[4]. For example, an USV formation
control  strategy  under  actuator  saturation  and  unknown  nonlineari-
ties was developed [2]. Moreover, fixed-time [3] and prescribed-time
[4]  issues  were  also  addressed.  By  noticing  that  in  practical  situa-
tions, USVs may be involved in multiple tasks, e.g., when USVs are
engaged in secure escort of an important ship, they may need to form
a desired shape and avoid interceptions at the same time. Thus, opti-
mal formation control,  which allows USVs to solve the global  opti-
mization  problem  while  maintaining  the  desired  formation  shape,
may be beneficial to such cases [5].

Distributed optimal formation has received some attention in recent
years.  Based  on  a  distributed  optimization  approach,  time-varying
optimal formation with quadratic global objective function was con-
sidered  [6].  Optimal  formation  with  collision  avoidance  was
addressed  in  [7]  and  predefined-time  leaderless  optimal  formation
was  investigated  in  [8].  However,  these  strategies  are  not  designed
for USVs. Inspired by the widespread applications of USVs, this let-
ter  focuses  on  the  design  of  distributed  optimal  formation  control
strategies  for  USVs  by  using  game  theory.  Though,  a  game-based
formation strategy was studied in [9] for USVs, it  is  worth pointing
out that the “optimal” issue was not considered and only a trade-off
between formation and target tracking can be achieved.

Based  on  the  above  observations,  the  purpose  of  this  letter  is  to
construct  a  distributed  optimal  formation  strategy  for  USVs,  con-
tributing  to  the  community  in  the  following  aspects:  1)  Different
from [9], an optimal formation control problem for multiple USVs is
presented,  in  which  the  USVs  not  only  need  to  form  a  predefined
shape  but  also  solve  a  global  optimization  problem.  A  regularized
game  mapping  is  given  for  the  formulated  optimal  formation  prob-
lem,  which  is  transferred  to  an  optimal  Nash  equilibrium  seeking
problem. By leveraging techniques from regularization, the USVs are
led to the “optimal direction”, which can hardly be achieved by exist-
ing results. 2) A distributed Nash equilibrium seeking strategy is pro-
posed to solve the optimal formation game for USVs. This strategy is
constructed by a modular framework of a state regulator and a Nash

equilibrium seeker, which is designed by regularized gradient search
and  consensus  protocols.  3)  It  is  shown  theoretically  that  the  pro-
posed  seeking  strategy  is  effective  to  achieve  formation  of  USVs
while solving the global optimization problem.

NProblem  statement: Consider  a  network  of  USVs,  whose
dynamics are described by
 

η̇i = R(ψi)νi
Miν̇i = −Ci(νi)νi −Diνi +τi (1)

ηi = [xi,yi,ψi]
T ∈ R3 (xi,yi) ψi

νi = [ui,vi,ri]T ∈ R3 ui vi
ri

τi = [τui , τvi , τri ]
T ∈ R3

R(ψi) Mi Ci(νi) Di

where ,  is the position of ith USV and 
is the yaw angle of the ith USV in the earth-fixed frame. Moreover,

 is  the  velocity  vector  of  USV i, in  which , ,
and  denote surge, sway, and yaw velocities of the ith USV in the
body-fixed  frame,  respectively,  and  is  the
control input vector. The matrices , , , and  of (1) are
given by [10]
 

R(ψi) =
[cosψi −sinψi 0
sinψi cosψi 0

0 0 1

]
, Mi =


mi

11 0 0
0 mi

22 0
0 0 mi

33


Ci(νi) =


0 0 −mi

22vi
0 0 mi

11ui
mi

22vi −mi
11ui 0

 , Di =


di

11 0 0
0 di

22 0
0 0 di

33


mi

j j > 0 di
j j > 0 i ∈ V j = 1,2,3

R(ψi) R(ψi)
T R(ψi) = R(ψi)R(ψi)

T =

I3 R(ψi)
T Ṙ(ψi) =

0 −ri 0
ri 0 0
0 0 0


where  and , for , . Note that the matrix

 has  the  following  properties:  1) 

; 2) .

Suppose that the USVs are involved in the following optimization
problem:
 

min
η∈S
J(η) =

N∑
i=1

Ji(ηi) (2)

Ji(ηi) η =

[ηT
1 , . . . ,η

T
N ]T

where  is  the  local  objective  function  of  USV i and 
. Moreover,

 

S = {η ∈ R3N |(ηi − ei)− (η j − e j) = 03} (3)
ei ∈ R3

τi

G =
{V,E} V = {1,2, . . . ,N}
E ⊆ V×V

where  is the desired position and orientation configuration of
USV i.  The  optimization  problem  (2),  which  is  more  general  than
that  in [5]  (see also the references therein),  represents  USVs’ inten-
tion to  achieve a  global  task  such as  source  seeking.  The constraint
set (3) aims to achieve formation of the USVs. With (2) included, we
term this problem as an optimal formation control problem in this let-
ter. This letter aims to propose distributed control laws  to achieve
distributed  optimal  formation  for  USVs.  To  achieve  this  goal,  it  is
supposed  that  the  USVs  are  equipped  with  a  directed  graph 

,  in  which  represents  the  set  of  USVs  and
 represents  the  set  of  edges.  Moreover,  the  details  on

graph theory can be found in [11].  To further facilitate the analysis,
we make the following assumptions.

GAssumption  1: The  communication  graph  is  directed  and
strongly connected.

J(η)Assumption  2: The  global  objective  function  is  continuous
differentiable and strongly convex in η with constant q.

Main results: This section designs a game to achieve optimal for-
mation control of USVs. To achieve this goal, we define
 

min
ηi∈R3

Ui(ηi,η−i)+ κ(t)Ji(ηi), i ∈ V. (4)

κ(t) > 0

Ui(ηi,η−i)

Here,  is  a  bounded,  time-varying,  continuous differentiable,
and monotonically decreasing regularization parameter  to be further
determined and  is defined as
 

Ui(ηi,η−i) =
1
2

N∑
i=1

bi j∥(ηi − ei)− (η j − e j)∥2, i ∈ V (5)

η−i = [ηT
1 , . . . ,η

T
i−1,η

T
i+1, . . . ,η

T
N ]T bi j ≥ 0in which  and  is a constant.

Remark 1: As each USV’s objective function may be dependent on
all  USVs’ positions,  it  is  assumed  that  there  is  a  graph  among  all
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USVs.  The  strong  connectivity  of  this  graph  by  Assumption  1
ensures that each USV is able to disseminate its position information
to others, by which formation can be achieved in a distributed man-
ner.

Ui(ηi,η−i)
κ(t)Ji(ηi)

The objective function (4) can be split into two parts. The first term
 corresponds to the formation of a desired shape. The sec-

ond term  aims to steer the Nash equilibrium of the forma-
tion  game  towards  the  minimum  of  the  global  objective  function.
Note that,
 

[∇iUi(ηi,η−i)]vec = (Ξ⊗ I3)(η− e) (6)

Ξ =



N∑
j=2

b1 j −b12 · · · −b1N

−b21
N∑

j=1, j,2
b2 j · · · −b2N

...
...

. . .
...

−bN1 −bN2 · · ·
N∑

j=1, j,N
bN j


∇iUi(ηi,η−i) =

∂Ui(ηi,η−i)
∂ηi

[∇iUi(ηi,η−i)]vec = [∇T
1 U1(η1,η−1), . . . ,∇T

NUN (ηN ,η−N )]T ,

e = [eT
1 , . . . ,e

T
N ]T

where , 

, 
and .  Thus,  the  physical  interactions  among  USVs
can be modeled by Ξ, which can be seen as the Laplacian matrix of a
graph. For clarity, we term this graph as interference graph [12].

Assumption 3: The interference graph is undirected and connected.
Q = {η|∇iUi(ηi,η−i) =

03,∀i ∈ V} S

ηi i ∈ V

Based  on  Assumption  3,  it  is  clear  that 
, which corresponds to the formation set , is non-empty.

Taking the partial derivative of objective function (4) with respect to
 for all  gives the following game mapping:

 

Uκ(η) = (Ξ⊗ I3)(η− e)+ κ(t)∇J(η) (7)

∇J(η) = [∇T
1J1(η), . . . ,∇T

NJN (ηN )]T ∇iJi(ηi) =
∂Ji(ηi)
∂ηi

Ui(ηi,η−i)
Uκ(η) (Uκ(η)−Uκ(ηd))T (η−ηd) ≥ κ(t)q

∥η−ηd∥2 η, ηd ∈ R3N t ≥ 0
η∗t

Uκ(η∗t ) = 03N

where  and .
Based  on  the  definition  of  and  Assumption  2,  it  can  be
easily  obtained  that  satisfies 

, where  for each . Therefore, the Nash equi-
librium  of  game  corresponding  to  (4),  denoted  by ,  is  unique.
Moreover, .

η∗ ∈ QLet  be the solution to
 

min
η∈Q

N∑
i=1

Ji(ηi), i ∈ V. (8)

η∗t η∗
Then, motivated by [13], the following lemma can reveal the rela-

tionship between  and .
limt→∞ η∗t = η

∗ η̇∗t
Mp

∥η̇∗t ∥
a.e.
≤ Mp

|κ̇(t)|
κ(t) limt→∞ κ(t) = 0

Lemma  1: Under  Assumptions  2  and  3,  1) ;  2) 
exists  almost  everywhere  and  there  exists  a  positive  constant 
such that , if .

κ(t)
κ(t)Ji(ηi)

limt→∞ κ(t) = 0

Remark  2: This  letter  transforms  the  optimal  formation  control
problem  (2)  and  (3)  to  a  game  (4)  by  adopting  regularization  tech-
niques.  Based  on  this  idea,  can  be  viewed  as  a  regularization
parameter  and  drives  the  USVs to  the  minimization solu-
tion  of  (2).  To  be  more  specific,  Lemma  1  demonstrates  that  with

, the  Nash  equilibrium  corresponding  to  (4)  con-
verges  to  the  optimal  formation.  Therefore,  one  can  seek  the  Nash
equilibrium of (4) instead to achieve the optimal formation.

τi

Based on this observation and the modular framework in [11], the
control input  of each USV i can be designed as
 

τi =Ci(νi)νi +Diνi −MiR(ψi)
T

× (−(ηi − zi)−R(ψi)νi)−MiR(ψi)
T Ṙ(ψi)νi (9a)

 

żi = −∇iUi(pi)− κ(t)∇iJi(zi) (9b)
 

ṗi j = −ϑ(t)
( N∑

k=1

aik(pi j − pk j)+ai j(pi j − z j)
)

(9c)

i ∈ V zi ∈ R3

pi = [pT
i1, . . . , p

T
iN ]T pi j z j ∇iUi(pi) =

∇iUi(ηi,η−i)|η=pi ϑ(t)
ai j

( j, i) ∈ E

for , where  is an auxiliary column vector, which can be
seen  as  the  virtual  position  and  orientation  vector  of  USV i,

,  is USV i’s estimate on USV j’s , 
 and  is a time-varying, and positive parameter to

be  further  determined.  In  addition,  is  the  weight  on  each  edge
.

By (1) and (9), it can be obtained that
 

η̇ = R(ψ)ν (10a)
 

ν̇ =R(ψ)T (−(η− z)−R(ψ)ν)−R(ψ)T Ṙ(ψ)ν (10b)
 

ż =− [∇iUi(pi)]vec − κ(t)∇J(z) (10c)
 

ṗ =−ϑ(t)(L⊗ I3N +B0)(p−1N ⊗ z) (10d)
R(ψ) = diag{R(ψi)}i∈V

R(ψi) ν = [νT1 , . . . , ν
T
N ]T z = [zT1 , . . . ,z

T
N ]T p =

[pT
1 , . . . ,p

T
N ]T L G B0 = diag{ai j⊗

I3}i∈V ⊗
P

P(L⊗ I3N +B0)+ (L⊗ I3N +B0)TP = Q Q

where  is  a  block  diagonal  matrix  whose  dia-
gonal  blocks  are , , , 

,  is the Laplacian matrix of graph , 
,  and  represents  the  Kronecker  product.  In  addition,  there

exists  a  symmetric  positive  definite  matrix  such  that
 and  is  a  symmetric  posi-

tive definite matrix by Assumption 1 [14].
Then,  the  following  result  can  be  derived  for  the  optimal  forma-

tion protocol (9).

limt→∞ η(t) = η∗, limt→∞ z(t) = η∗, limt→∞R(ψi(t))
νi(t) = 03 limt→∞p(t) = 1N ⊗η∗ κ(t) ϑ(t)

Theorem 1: Under Assumptions 1−3, the optimal formation can be
achieved,  i.e., 

, and  with  and  satisfying
 

lim
t→∞
κ(t) = 0, lim

t→∞

w t

0
κ(s)ds =∞, lim

t→∞
|κ̇(t)|
κ2(t)

= 0 (11)
 

κ(t)λmin(Q)ϑ(t) ≥ ξ(κ) (12)

ξ(κ) = ϵ1(maxi∈V{li})2

2q + 2κ(t)
√

N∥P∥maxi∈V{li} −
2N∥P∥2(

√
Nmaxi∈V{li}+κ(t)q)2

q + κ2(t)ῑ ῑ = q( 1
2 −

1
2ϵ1 ) li =√∑N

j=1, j,i(bi j)2 + (
∑N

j=1, j,i bi j)2 ϵ1 > 1

where 
, , 

, and  is a constant.
z̄ = z−η∗t p̄ = p−1N ⊗ z Vz = 1

2 ∥z−η∗t ∥2 + p̄TPp̄
Vz

Proof: Let , ,  and .
Then, taking the time derivatives of , one has
 

V̇z
a.e.
= (z−η∗t )T (−[∇iUi(yi)]vec − κ(t)∇J(z)− η̇∗t )

−ϑ(t)p̄TQp̄+2p̄TP
(
1N ⊗

(
[∇iUi(pi)]vec + κ(t)∇J(z)

))
a.e.
≤ − κ(t)ῑ∥z−η∗t ∥2 −Π(ϑ,κ)∥p̄∥2 + ∥z−η∗t ∥∥η̇∗t ∥

(13)

Π(ϑ,κ) = ϑ(t)λmin(Q)− ϵ1(maxi∈V{li})2

2qκ(t) −2
√

N∥P∥maxi∈V{li}−
2N∥P∥2(

√
Nmaxi∈V{li}+κ(t)q)2

qδ(t) ϑ(t) Π(ϑ,κ) ≥ κ(t)ῑ
where 

. Choosing  such that , one
has
 

V̇z
a.e.
≤ − κ(t)ῑ

max{ 12 ,λmax(P)}
Vz +

√
2VzMp

|κ̇(t)|
κ(t)

(14)

max{ 12 ,λmax(P)}
Σ =
√

2Vz E(t) =
r t

s=0
κ(s)

2max{ 1
2 ,λmax(P)}ds

limt→∞ z(t) = η∗ limt→∞p(t) =1N ⊗η∗
limt→∞ ∥ż(t)∥ = 0

by Lemma 1, where  is a maximum value compara-
tor. Let , . The rest of the proof

follows [15] to show that , , and
.

η̄i = ηi − zi ν̄i = R(ψi)νi ϖi = [η̄T
i , ν̄

T
i ]T C =

[
0 1
−1 −1

]
Bi = [−żTi ,0

T
3 ]T

Let , , , ,  and
, one has

 

ϖ̇i = (C⊗ I3)ϖi +Bi. (15)
Bi

C⊗ I3
limt→∞ ∥ż(t)∥ = 0 limt→∞ η̄i(t) = 03 limt→∞ ν̄i(t) =

03

Furthermore,  by treating  as the virtual control input,  it  follows
from the fact that  is  Hurwitz that (15) is input-to-state stable.
Since , one has  and 

. Thus, the conclusion is arrived.                                                     ■

Ji(ηi) = 1
2

(
(xi − xd)2+

(yi − yd)2 + (ψi −ψd)2
)
= 1

2 ∥ηi −∆∥2 ∆ = [xd ,yd ,ψd]T

Numerical example: In this section, optimal formation control for
USVs will be simulated by utilizing the proposed strategy. The local
objective function for each USV i is given as 

,  where  denotes
the  position  and  orientation  of  the  target.  Thus,  the  optimization
problem is given as
 

min
η∈S

1
2

N∑
i=1

∥ηi −∆∥2. (16)

G
∆ = [0,0,0]T

bi j = 1 ∀i , j e1 = [0,0,− π2 ]T e2 = [−2
√

3,−2,0]T e3 = [0,−4, π2 ]T

e4 = [2
√

3,−2,π]T e5 = [0,−2,−π]T

η∗1 = [0,2,− π2 ]T η∗2 = [−2
√

3,0,0]T η∗3 = [0,−2, π2 ]T

It  is  considered  that  the  problem  involves  5  USVs,  who  are
equipped with the communication graph  shown in Fig. 1(a). In the
simulation,  it  is  supposed  that .  Moreover,  it  is  set  that

, , , , ,
, and . Thus, it can be easily com-

puted  that , , ,
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η∗4 = [2
√

3,0,π]T η∗5 = [0,0,−π]T, and . To be more clear, the optimal
formation in the simulation is illustrated in Fig. 1(b).

κ(t) = 0.3(1+ t)−0.5 ϑ(t) = 25(1+
t)0.8 η(0) = [1,3,0,−2,1,0,2,0,0,2,3,0,−2,−2,0]

In the simulation, it is set that  and 
.  Moreover, ,  and z,

p, ν are initialized at zero. Then, the simulation results generated by
(9)  are  shown  in Figs. 2−4. Fig. 2 plots  the  position  trajectories  of
USVs,  which  demonstrates  that  the  optimal  formation  can  be
achieved.  The  yaw angle  trajectories  of  USVs  are  plotted  in Fig. 3,
indicating that they are all stable. Fig. 4 exhibits that the velocities of
USVs converge to zero. Thus, the effectiveness of (9) is numerically
confirmed.
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Fig. 2. The position trajectories of USVs generated by (10).
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Fig. 3. The yaw angle trajectories of USVs generated by (10).
 

Conclusion: This letter has investigated an optimal formation con-
trol problem for multiple USVs. A game based formulation has been
proposed for USVs to address this problem. Based on the formulated
game, a modular framework consisting of a regulator and distributed
Nash equilibrium seeker has been given to enable optimal formation
for USVs. The effectiveness of the proposed method has been theo-
retically  proven  by  using  Lyapunov stability  analysis.  Future  works
will take collision avoidance, disturbances, and optimal formation of
vehicular system (see, e.g., [16], [17]) into account.
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Fig. 1. Communication graph and optimal formation in the simulation. (a) The
communication graph for USVs; (b) Illustration of the optimal formation for
USVs.
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Fig. 4. The surge,  sway, and yaw velocity trajectories of USVs generated by
(10).
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