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Abstract—In this paper, a maneuver controller for a nonlinear six-degree-of-freedom aircraft is designed, which makes angle-of-attack, sideslip angle, and roll rate asymptotically track the reference trajectories respectively. The design procedures for angle-of-attack and sideslip angle are based on backstepping method. Appropriate cost functions for angle-of-attack and sideslip angle are constructed to satisfy Hamilton-Jacobi-Isaacs (HJI) equations, thereby the tracking of the angle-of-attack and the sideslip angle attains a desired disturbance attenuation level. Simulation results on a nonlinear aircraft model are given to illustrate the performance of the maneuver controller.

I. INTRODUCTION

With the increasing performance requirements for modern aircraft, conventional flight control designs are difficult to build a well performed controller because they lack the ability to deal with the existence of high nonlinearity, strong couple between longitudinal and lateral motion, model uncertainty. Nonlinear dynamic inversion (NDI) is a widely used modern control method in flight control system. NDI cancels system nonlinearity using coordinate transformation and feedback linearization, decouples the system into a linear form. NDI assumes that full information of system model is perfectly known, otherwise this cancelation and decouple are approximate. This shortcoming is more obvious when NDI is used in flight control, so a lot of efforts have been paid to develop robust flight control methods based on NDI [1–4]. There also exists the problem called non-minimum phase or unstable zero dynamics when NDI is applied to some nonlinear systems [5]. For these nonlinear systems, straightforward application of NDI may cause systems with linear input-output form but unstable zero dynamics. When NDI is used to design a flight controller, the non-minimum phase phenomenon results from either the choice of output vector or the small aerodynamic forces generated by control surfaces deflections [6], [7]. This makes the stable tracking design a challenge problem.

Backstepping is a Lyapunov-based recursive design method proposed by Kokotović etc. in 1991 [8], which has attracted a great deal of attentions from then on. A lot of research papers have been published to investigate the fundamental theory and application of backstepping in nonlinear systems [9–11]. Backstepping design provides a systematic method to constructive Lyapunov for nonlinear systems with low-triangular form, and doesn’t require the precise system model, so many papers have already discussed using backstepping method to design robust flight control law [12–18]. [14] designed a backstepping controller for aircraft longitudinal control with the existence of control input saturations. [15] used a command backstepping to design flight controller, which removed the low-triangular form restriction and simultaneously taken account of the rate and magnitude constraints of control surfaces. Block backstepping designs for flight control were considered in [16–18].

In the presence of model or parameters uncertainty and extern disturbances in a nonlinear system, how to design a controller that makes the system stable and simultaneously attains the desired level of disturbance attenuation, motivates the study of nonlinear \(H^\infty\) control theory [19]. The difficulty of applying nonlinear \(H^\infty\) comes from the difficulty to solve the Hamilton-Jacobi-Bellman (HJB) or the more general Hamilton-Jacobi-Isaacs (HJI) partial differential equation [10], [19]. So a lot of researches have focused on finding a solution to HJI equation without solving it directly. By using the freedom in the choice of the cost function in backstepping, [20] gave a tracking and disturbance attenuation controller for a class of parametric strict-feedback nonlinear systems. Under this controller, the closed-loop system satisfied the HJI equation associated with a cost function, thereby guaranteeing tracking and a desired level disturbance attenuation performance.

In this paper, based on the controller proposed in [19], a maneuver controller is designed for a nonlinear six-degree-of-freedom aircraft. Backstepping approach is used in the design procedure. This controller makes the angle-of-attack, sideslip angle, and roll rate track the reference trajectories in the presence of disturbance. Appropriate cost functions for angle-of-attack and sideslip angle are constructed to satisfy HJI equations, thereby the tracking of angle-of-attack and sideslip angle attains a desired level disturbance attenuation. The validity of the proposed controller is evaluated using a nonlinear aircraft model. The rest of this paper is organized as follows: The dynamic model of the aircraft is described in section II. In section III, we give the design procedure of the maneuver controller. Simulation results are given in section IV. Conclusions are drawn in section V.

II. AIRCRAFT MODEL DESCRIPTION

The dynamic equations for a six-degree-of-freedom aircraft are as follows [21].
\[
\begin{aligned}
\dot{V}_T &= \frac{1}{m} (-D + F_T \cos \alpha \cos \beta + mg_1) \\
\dot{\alpha} &= q - (p \cos \alpha + r \sin \alpha) \tan \beta \\
&\quad + \frac{1}{mV_T \cos \beta} (-L - F_T \sin \alpha + mg_3) \\
\dot{\beta} &= p \sin \alpha - r \cos \alpha \\
&\quad + \frac{1}{mV_T} (Y - F_T \cos \alpha \sin \beta + mg_2) \\
J\dot{\omega} &= -\omega \times J\omega + M \\
J &= \begin{pmatrix} J_x & 0 & -J_{xz} \\ 0 & J_y & 0 \\ -J_{xz} & 0 & J_z \end{pmatrix}
\end{aligned}
\]

where \( m \) is the mass of the aircraft, \( V_T, \alpha, \beta \) are velocity, angle-of-attack, sideslip angle respectively, \( D, Y, L, F_T \) are drag force, side force, lift force and thrust respectively, \( \omega = (p, q, r)^T \) is the angular velocity vector expressed in the body axes frame, \( J \) is the inertia matrix of the aircraft, \( M = (M_x, M_y, M_z)^T \) is the external torque vector in body frame. \( g_1, g_2, g_3 \) can be calculated as

\[
\begin{aligned}
g_1 &= g(-\cos \alpha \cos \beta \sin \theta + \sin \alpha \sin \beta \sin \phi \cos \theta \\
&\quad + \sin \alpha \cos \beta \cos \phi \cos \theta) \\
g_2 &= g(\cos \alpha \sin \beta \sin \theta + \cos \beta \sin \phi \cos \theta \\
&\quad - \sin \alpha \cos \beta \cos \phi \cos \theta) \\
g_3 &= g(\sin \alpha \sin \theta + \cos \alpha \cos \phi \cos \theta) \\
\end{aligned}
\]

where \( g \) is the gravitational constant, \( \theta, \phi \) are the pitch angle and the roll angle respectively, \( D, Y, L \) are defined as

\[
\begin{aligned}
D &= -\bar{X} \cos \alpha \cos \beta - \bar{Y} \sin \alpha \cos \beta \\
Y &= -\bar{X} \cos \alpha \sin \beta + \bar{Y} \cos \beta - \bar{Z} \sin \alpha \sin \beta \\
L &= \bar{X} \sin \alpha - \bar{Z} \cos \alpha \\
\end{aligned}
\]

where \( \bar{X}, \bar{Y}, \bar{Z} \) are the aerodynamic forces in the body frame. The aerodynamic coefficients of the aircraft are described as follows

\[
\begin{aligned}
C_{ztot} &= C_z(\alpha, \delta_e) + \frac{\bar{c}q}{2V_T} C_{xq}(\alpha) \\
C_{ytot} &= -0.02\beta + 0.021\frac{\delta_e}{21.5} + 0.086\frac{\delta_r}{30} + \frac{br}{2V_T} C_{yr}(\alpha) \\
&\quad + \frac{bp}{2V_T} C_{y\theta}(\alpha) \\
C_{ztot} &= C_z(\alpha, \beta, \delta_e) + \frac{\bar{c}q}{2V_T} C_{zq}(\alpha) \\
C_{ltot} &= C_l(\alpha, \beta) + C_{l\delta_e}(\alpha, \beta) \frac{\delta_e}{21.5} \\
&\quad + C_{l\delta_r}(\alpha, \beta) \frac{\delta_r}{30} + \frac{br}{2V_T} C_{lr}(\alpha) + \frac{bp}{2V_T} C_{lp}(\alpha) \\
C_{mtot} &= C_m(\alpha, \delta_e) + C_{ztot}(x_{cg} - x_{cg}) + \frac{\bar{c}q}{2V_T} C_{mq}(\alpha) \\
C_{ntot} &= C_n(\alpha, \beta) - \frac{\bar{c}b}{b} C_{ytot}(x_{cg} - x_{cg}) + C_{n\delta_e}(\alpha, \beta) \frac{\delta_e}{21.5} \\
&\quad + C_{n\delta_r}(\alpha, \beta) \frac{\delta_r}{30} + \frac{br}{2V_T} C_{nr}(\alpha) + \frac{bp}{2V_T} C_{np}(\alpha)
\end{aligned}
\]

where \( b \) is the reference wing span of the aircraft, \( c \) is the mean aerodynamic chord of the aircraft, \( x_{cg} \) is the gravity location, \( x_{cg} \) is the gravity reference location center. \( \delta_e, \delta_a, \delta_r \) are the available aerodynamic control surfaces. The aerodynamic coefficients \( C_z(\alpha, \delta_e), C_z(\alpha, \beta, \delta_e) \) etc. are obtained from low-speed static and dynamic wind-tunnel tests and have been stored in lookup tables as a function of the current flight condition (e.g., \( \alpha, \beta \), and \( \delta_e \)) in the form of 1-D, 2-D, or 3-D.

The aerodynamic forces and external torques are obtained as

\[
\begin{aligned}
\bar{X} &= q\bar{S}C_{ztot}, \bar{Y} = q\bar{S}C_{ytot}, \bar{Z} = q\bar{S}C_{ztot}, \bar{M}_x = q\bar{S}bC_{ztot}, \bar{M}_y = q\bar{S}C_{ztot}, \bar{M}_z = q\bar{S}bC_{ztot}, \text{where } q = \frac{1}{2}\rho V_T^2 \text{ is the aerodynamic pressure, } S \text{ is the reference wing area.}
\end{aligned}
\]

III. DISTURBANCE ATTENUATION MANEUVER CONTROLLER DESIGN

[20] gives a tracking and disturbance attenuation controller for a class of parametric strict-feedback nonlinear systems using the freedom in the choice of the cost function in backstepping. Based on this design procedure, we design a general maneuver controller for aircraft in this section. For general parametric strict-feedback nonlinear systems, how to design an adaptive controller which guarantees the tracking performance and attains a required level of disturbance attenuation, please refer to [20].

The common commands for general maneuver are angle-of-attack, sideslip angle, and roll rate [12], [13]. The sideslip angle always should be kept at zero in the whole maneuver process. The control objectives are summarized as follows:

\[
\alpha = \alpha^{\text{ref}}, \beta = 0, p_s = p_s^{\text{ref}}
\]

Because this controller is based on backstepping, which can only handle such systems that can be transformed into a low-triangle form, transformation and some assumptions are needed.

Firstly, the angular velocity vector \( \omega_s \equiv (p_s, q_s, r_s)^T \) in the stability-axes can be used to get a convenient form for controller design [12], [13]. The relationship of \( \omega_s \) and \( \omega \) is \( \omega_s = S_s \omega \), where

\[
S_s = \begin{pmatrix} \cos \alpha & 0 & \sin \alpha \\ 0 & 1 & 0 \\ -\sin \alpha & 0 & \cos \alpha \end{pmatrix}
\]

Secondly, we neglect the forces produced by control surfaces deflection, and angular rates. Then the dynamics equations of \( p_s, \alpha, \beta \) can be given as follows

\[
\begin{aligned}
\dot{p}_s &= u_1 \\
\dot{\alpha} &= q_s - p_s \tan \beta \\
&\quad + \frac{1}{mV_T \cos \beta} (-L(\alpha) - F_T \sin \alpha + mg_2) + w_\alpha \\
\dot{q}_s &= u_2 \\
\dot{\beta} &= -r_s + \frac{1}{mV_T} (Y(\beta) - F_T \cos \alpha \sin \beta + mg_3) + w_\beta \\
\dot{r}_s &= u_3
\end{aligned}
\]
where \( u_1 = \dot{\phi}_s, u_2 = \dot{q}_s, u_3 = \dot{r}_s, w_\alpha, w_\beta \) are the terms due to the neglecting of aerodynamic effects, the unmodeled dynamics and the external disturbances.

Equations (7)-(8) and (9)-(10) are suitable for backstepping design. So we first view \( u_1, u_2, u_3 \) as our control inputs, that is we design control law \( u_1 \) for roll rate \( p_s \), control law \( u_2 \) for angle-of-attack \( \alpha \), control law \( u_3 \) for sideslip angle \( \beta \). After \( u \overset{ref}{=} (u_1,u_2,u_3)^T \) is designed, we solve the control surfaces deflection from \( u \) using control allocation.

The block diagram of this maneuver controller is depicted in Fig.1.

A. Angle-of-attack \( \alpha \) control law

For the control of angle-of-attack, consider equations (7)-(8)

\[
\dot{\alpha} = q_\alpha + f_\alpha + w_\alpha
\]

\[
\dot{q}_s = u_2
\]

where \( f_\alpha = -p_s \tan \beta + \frac{1}{m V \cos \beta} (-L(\alpha) - F_T \sin \alpha + mg_2) \)

Step 1: Define the control error

\[
z_1 = \alpha - \alpha^{ref}
\]

The derivative of \( z_1 \) is

\[
\dot{z}_1 = \dot{\alpha} - \dot{\alpha}^{ref} = q_\alpha - \dot{\alpha}^{ref} + f_\alpha + w_\alpha
\]

Define

\[
a_1 = k_1 z_1 + f_\alpha
\]

\[
z_2 = q_\alpha - \dot{\alpha}^{ref} + a_1
\]

where \( k_1 \) is a positive constant to be designed. Then, the derivative for \( z_1 \) can be rewritten as

\[
\dot{z}_1 = z_2 - k_1 z_1 + w_\alpha
\]

Step 2: Consider the derivative of \( z_2 \)

\[
\dot{z}_2 = \dot{q}_s - \dot{\alpha}^{ref} + a_1
\]

\[
= u_2 - \dot{\alpha}^{ref} + \frac{\partial a_1}{\partial z_1} (z_2 - k_1 z_1 + w_\alpha) + \frac{\partial a_1}{\partial \alpha^{ref}} \dot{\alpha}^{ref}
\]

\[
+ \frac{\partial a_1}{\partial f_\alpha} f_\alpha
\]

Define

\[
a_2 = k_2 z_2 + z_1 + \frac{\partial a_1}{\partial z_1} (z_2 - k_1 z_1) + \frac{\partial a_1}{\partial \alpha^{ref}} \dot{\alpha}^{ref}
\]

\[
+ \frac{1}{2 \gamma_\alpha^2} \frac{\partial a_1}{\partial z_1} z_1 + \frac{\partial a_1}{\partial f_\alpha} f_\alpha
\]

where \( k_2 \) is a positive constant to be designed. Then

\[
\dot{z}_2 = u_2 - \dot{\alpha}^{ref} - k_2 z_2 - z_1 + a_2 - \frac{1}{2 \gamma_\alpha^2} \frac{\partial a_1}{\partial z_1} z_1
\]

\[
\frac{\partial a_1}{\partial z_1} w_\alpha
\]

The control law for angle-of-attack can be designed as

\[
u_2 = \dot{\alpha}^{ref} - a_2
\]

then

\[
\dot{z}_2 = -k_2 z_2 - z_1 - \frac{1}{2 \gamma_\alpha^2} \frac{\partial a_1}{\partial z_1} z_1 + \frac{\partial a_1}{\partial z_1} w_\alpha
\]

The closed-loop system under the control law is described by the following differential equations

\[
\dot{z}_1 = z_2 - k_1 z_1 + w_\alpha
\]

\[
\dot{z}_2 = -k_2 z_2 - z_1 - \frac{1}{2 \gamma_\alpha^2} \frac{\partial a_1}{\partial z_1} z_1 + \frac{\partial a_1}{\partial z_1} w_\alpha
\]

which can be rewritten as

\[
\begin{pmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{pmatrix} = F + H w_\alpha
\]

where

\[
F = \begin{pmatrix} z_2 - k_1 z_1 \\ -k_2 z_2 - z_1 - \frac{1}{2 \gamma_\alpha^2} \frac{\partial a_1}{\partial z_1} z_1 \end{pmatrix}, H = \begin{pmatrix} \frac{\partial a_1}{\partial z_1} \end{pmatrix}
\]

Define a cost function \( V_\alpha = \frac{1}{2} z_1^2 + \frac{1}{2} z_2^2 \). We assume that before the maneuver, the aircraft is in an equilibrium state, which implies \( \alpha(t)|_{t=0} = 0 \). Chosen reference trajectory \( \alpha^{ref} \) satisfies \( \alpha^{ref}(0) = \alpha(0), \alpha^{ref}(t)|_{t=0} = 0 \), then \( V_\alpha(0) = 0 \). Consider the Hamilton-Jacobi-Isaacs equation

\[
\frac{\partial V_\alpha}{\partial z} F + \frac{1}{4 \gamma_\alpha^2} \frac{\partial V_\alpha}{\partial z} H H^T \left( \frac{\partial V_\alpha}{\partial z} \right)^T + \sum_{l=1}^{2} b_l z_l^2 = 0
\]

where \( b_1 \geq 1, b_2 \geq 1 \) are design parameters. This implies that

\[
z_1^2 (4 \gamma_\alpha^2 b_1 - 4 \gamma_\alpha^2 k_1 + 1) + z_2^2 (k_1^2 + 4 \gamma_\alpha^2 b_2 - 4 \gamma_\alpha^2 k_2) = 0
\]

If we choose \( k_1 = b_1 + \frac{1}{4 \gamma_\alpha^2} \) and \( k_2 = b_2 + \frac{k_1^2}{4 \gamma_\alpha^2} \), then the HJI equation can be satisfied. The derivative of \( V_\alpha \) is

\[
V_\alpha = -b_1 z_1^2 - b_2 z_2^2 + \gamma_\alpha^2 w_\alpha^2
\]

\[
- \gamma_\alpha^2 (w_\alpha - \frac{1}{2 \gamma_\alpha^2} z_1 (1 + k_1))^2
\]

Integrating both sides of (18), we get

\[
V_\alpha(t) = -\int_0^t (b_1 z_1^2 + b_2 z_2^2) d\tau + \gamma_\alpha^2 \int_0^t w_\alpha^2 d\tau + V_\alpha(0)
\]

\[
- \int_0^t \gamma_\alpha^2 (w_\alpha - \frac{1}{2 \gamma_\alpha^2} z_1 (1 + k_1))^2 d\tau
\]

\[
\leq -\int_0^t (b_1 z_1^2 + b_2 z_2^2) d\tau + \gamma_\alpha^2 \int_0^t w_\alpha^2 d\tau + V_\alpha(0)
\]
which means
\[ \int_0^t (z_1^2 + z_2^2) d\tau \leq \int_0^t (b_1 z_1^2 + b_2 z_2^2) d\tau \]
\[ \leq \gamma_\alpha \int_0^t w_\alpha^2 d\tau + V_\alpha(0) - V_\alpha(t) \]
\[ \leq \gamma_\alpha \int_0^t w_\alpha^2 d\tau \]  \hspace{1cm} (19)

It implies that the control law \( u_2 \) makes \( \alpha \) asymptotically track the reference trajectory with disturbance attenuation level \( \gamma_\alpha \). If \( w_\alpha = 0 \), the closed-loop system of \( \alpha \) is asymptotically stable. The derivative of \( f_\alpha \) can’t be calculated analytically, we can use a Tracking Differentiator (TD) \[22\] to get its derivative in simulation. The tracking error of \( f_\alpha \’ s \) derivative can be incorporated in \( w_\alpha \) in the control law design analysis.

**B. Sideslip angle \( \beta \) control law**

For the control of sideslip angle, consider equations (9)-(10)
\[ \dot{\beta} = -r_s + f_\beta + w_\beta \]
\[ \dot{r}_s = u_3 \]  \hspace{1cm} (20)
where \( f_\beta = \frac{1}{\gamma_\beta} (Y(\beta) - F_T \cos \alpha \sin \beta + mg_3) \). Because (20) has a similar form with (11), so similarly to the design procedure for \( \alpha \), we get the control law for \( \beta \):
\[ u_3 = -\beta^\text{ref} - a_4 \]  \hspace{1cm} (21)
where
\[ a_4 = k_4 z_4 + z_3 + \frac{\partial a_3}{\partial z_3} (z_4 - k_4 z_3) + \frac{\partial a_3}{\partial \beta^\text{ref}} \beta^\text{ref} \]
\[ + \frac{1}{2 \gamma_\beta} \frac{\partial a_3}{\partial z_3} z_3^2 + \frac{\partial a_3}{\partial f_\beta} \beta^\text{ref} \]
\[ k_3 = b_3 + \frac{1}{4 \gamma_\beta} \]
\[ z_3 = \beta - \beta^\text{ref} \]
\[ a_3 = k_3 z_3 + f_\beta \]
\[ k_4 = b_4 + \frac{1}{4 \gamma_\beta} \]
\[ z_4 = -r_s - \beta^\text{ref} + a_3 \]

\( b_3 \geq 1, b_4 \geq 1 \) are positive constants corresponding to \( b_1, b_2 \) in the \( \alpha \) control law design respectively. It is easy to verify that the closed-loop of \( \beta \) satisfies a HJI function associated with cost function \( V_\beta = \frac{1}{4} (z_3^2 + z_4^2) \), thereby the control law \( u_2 \) makes \( \beta \) asymptotically track the reference trajectory with disturbance attenuation level \( \gamma_\beta \). The derivative of \( f_\beta \) can also be got by using a tracking differentiator in simulation.

**C. Roll rate \( p_s \) control law**

For the control of roll rate, we just use a proportional control law. Given the roll rate command, the control law for \( p_s \) is designed as
\[ u_1 = k_P (p_s^\text{ref} - p_s) \]  \hspace{1cm} (22)
where \( k_P > 0 \).

**D. Control allocation**

In order to obtain control surfaces deflection, all aerodynamic coefficients need to be affine in the control surfaces deflection, but in the above aircraft model, \( \delta \) doesn’t appear affine in \( C_m(\alpha, \delta_e), C_z(\alpha, \beta, \delta_e) \). To solve this problem, \( C_m(\alpha, \delta_e), C_z(\alpha, \beta, \delta_e) \) can be approximated as
\[ C_m(\alpha, \delta_e) = C_m0(\alpha) + C_m\delta_e(\alpha) \delta_e \]
\[ C_z(\alpha, \beta, \delta_e) = C_z0(\alpha, \beta) + C_z\delta_e(\alpha, \beta) \delta_e \]

In the following simulation, this approximation is achieved by the Least Squares method.

As long as \( u \) is known, the external torque vector \( M \) can be calculated as
\[ M = JS_\alpha^{-1}(u - \dot{\theta}_s \omega) + \omega \times J\omega \]

Then, we get the control surfaces deflection
\[ \begin{pmatrix} \delta^\text{cmd} \\ \delta_\alpha^\text{cmd} \\ \delta_\delta^\text{cmd} \end{pmatrix} = D^\dagger \begin{pmatrix} M_{x0} \\ M_{y0} \\ M_{z0} \end{pmatrix} \]  \hspace{1cm} (24)
where
\[ M_{x0} = \bar{q} S b \left(C_1(\alpha, \beta) + \frac{b r}{2V_T} C_{1r}(\alpha) + \frac{b p}{2V_T} C_{1p}(\alpha)\right) \]
\[ M_{y0} = \bar{q} S \bar{e} \left(C_{n0}(\alpha, \beta) + (x_{cg} - x_{cg})(C_{z0}(\alpha, \beta) \right) \]
\[ + \frac{c q}{2V_T} C_{zq}(\alpha) + \frac{c q}{2V_T} C_{mq}(\alpha) \]
\[ + \frac{b r}{2V_T} C_{pr}(\alpha) \]
\[ + \frac{b p}{2V_T} C_{mr}(\alpha) \]
\[ + \frac{b p}{2V_T} C_{np}(\alpha) \]
\[ + \frac{b p}{2V_T} C_{mp}(\alpha) \]
\[ + \frac{b p}{2V_T} C_{np}(\alpha) \]
\[ + \frac{b p}{2V_T} C_{mp}(\alpha) \]

\( D^\dagger \) is the pseudo-inversion of \( D \).

**IV. SIMULATIONS**

In this section, some simulation results based on a nonlinear six-degree-of-freedom aircraft model are presented to illustrate the performance of the maneuver controller.

The control surfaces of this aircraft are modeled as first-order low-pass filters with magnitude and rate limits. These limits can be found in Table I. The dynamic model of the control surfaces are \( \dot{\delta}_e = S_H(\omega_e(\dot{S}_M(\delta^\text{cmd} - \delta_e)), \dot{\delta}_a = S_H(\omega_a(\dot{S}_M(\delta^\text{cmd} - \delta_a)), \dot{\delta}_r = S_H(\omega_r(\dot{S}_M(\delta^\text{cmd} - \delta_r)), \) where \( \delta^\text{cmd}, \delta^\text{cmd}, \delta^\text{cmd} \) are control surface commands, \( \delta_e, \delta_a, \delta_r \) are the real control surface deflections, \( \omega_e = \omega_a = \omega_r = 20.5 \text{ rad/s are the control surface bandwidths,} \)
<table>
<thead>
<tr>
<th>Control units</th>
<th>MIN</th>
<th>MAX</th>
<th>rate limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevator deg</td>
<td>−25</td>
<td>25</td>
<td>±60 deg/s</td>
</tr>
<tr>
<td>Ailerons deg</td>
<td>−21.5</td>
<td>21.5</td>
<td>±80 deg/s</td>
</tr>
<tr>
<td>Rudder deg</td>
<td>−30</td>
<td>30</td>
<td>±120 deg/s</td>
</tr>
</tbody>
</table>

$S_M(\cdot), S_R(\cdot)$ represent the magnitude and rate limit functions. The function

$$S_M(x) = \begin{cases} 
M & \text{if } x \geq M \\
 x & \text{if } |x| < M \\
-M & \text{if } x \leq -M 
\end{cases}$$

and $S_R(\cdot)$ is defined similarly. The aerodynamic datum are valid when $-10 \leq \alpha \leq 45$ degrees and $-30 \leq \beta \leq 30$ degrees. The aircraft is trimmed at $h = 15000$ ft, $V_T = 500$ ft/s. The controller parameters are chosen as $b_1 = 1, b_2 = 5, \gamma_\alpha = 3, b_3 = 2, b_4 = 1, \gamma_\beta = 3, k_P = 5$.

Fig. 2 gives the results that the angle-of-attack $\alpha$ responses to a reference trajectory. The reference trajectory $\alpha_{ref}$ is generated by letting a square wave pass through a command filter. The dash lines represent the reference trajectories and the solid lines the responses. From these curves we can see that angle-of-attack $\alpha$ has a good tracking performance while the sideslip angle and the roll rate are kept at zero though there exists rate saturation in the deflection of the control surface $\delta_c$. Fig.3 shows the aircraft response to both lateral and longitudinal commands. Both $\alpha$ and $p_s$ have good tracking performance, and only a small sideslip angle appears. In all these simulations, variations are added to aerodynamic coefficients as disturbances. The variations of $C_{x_{tot}}, C_{z_{tot}}, C_{rtot}$ are $+20\%$ and $C_{y_{tot}}, C_{ltot}, C_{ntot}$ are $-20\%$. These simulations show that the designed maneuver controller has a good tracking and disturbance attenuation performance.

V. CONCLUSION

In this paper, a maneuver controller based on backstepping is designed for a nonlinear aircraft, which makes the angle-of-attack and roll rate asymptotically track the reference trajectories respectively while keeping sideslip angle zero. To obtain satisfied disturbance attenuation performance for the tracking of angle-of-attack and sideslip angle, appropriate cost functions are constructed to satisfy HJI equations. Simulation results show the good tracking and disturbance attenuation performance of this controller.

ACKNOWLEDGMENT

The authors would like to acknowledge the support from CAS Innovation Projects (Grant No. ZKYGC09A02) and the National Natural Science Foundation of China (Grant No. 60904006, 60874010).
REFERENCES


