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Abstract. A new iterative spiking adaptive dynamic programming
(SADP) algorithm based on the Poisson process for optimal impulsive
control problems is investigated with convergence discussion of the iter-
ative process. For a fixed time interval, a 3-tuple can be computed, and
then the iterative value functions and control laws can be obtained.
Finally, a simulation example verifies the effectiveness of the developed
algorithm.
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1 Introduction

Impulsive behaviours exist widely in many dynamic systems, such as mathemat-
ical biology, engineering control, and information science [1-4]. An impulse is a
sudden jump at an instant during the dynamic process. The research of impul-
sive control system has drawn a lot of attention worldwide. In [5], the stability,
robust stabilization and controllability are analyzed for singular-impulsive sys-
tems via switching control. In [6], the global stability of switching Hopfield neural
networks with state-dependent impulses is described with an equivalent method.
It should be mentioned that previous impulsive control methods focus on linear
systems [7,8]. However, for nonlinear systems, the hybrid Bellman equation is
generally analytically unsolvable.

Adaptive dynamic programming (ADP), proposed by Werbos, is a method
of solving optimal control problems, which combines the advantages of dynamic
programming, reinforcement learning and function approximation [9-11]. ADP
has two branches, value and policy iterations. However, traditional ADP methods
[12-14] cannot solve impulsive control problem. To overcome this shortcoming,
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in [15], a new discrete-time impulsive ADP algorithm is proposed to obtain the
optimum iteratively, while the impulsive interval is required to constrain in a
fixed interval set. Furthermore, the interval set is generally difficult to determine.
Until now, to the best of our knowledge, there are no discussions on optimal
control problems with the spike train from real biology based on ADP algorithms,
and this motivates our research.

2 Problem Statement

We consider the following discrete-time nonlinear control systems
Th+1 zF(zk,uk),k:O,l,... (1)

where x; € R™ is the state variable and u; € R™ is the spiking control input.
Let F(-) be the system function.

Assumption 1. The system (1) is controllable on a compact set 2, C R™ con-
taining the origin; the system state xy = 0 is an equilibrium state of system (1)
under the control up, = 0, i.e., F(0,0) = 0; the feedback control law satisfies
ug(zr) = p (me(zr), vi(ag)) = 0 for xp = 0.

Notations 1. Ry and Z, are the sets of all non-negative real numbers and
integers, respectively. T = {t*} is the set of spiking instants, where t* € Ry, s =
1,2,... 1 is the number of spiking intants in interval [kT,(k + 1)T] and Xy is
the firing rate of spike train in [0, (k + 1)T), where T € Ry and k = 0,1,2,....
According to T, spiking interval can be expressed as ts = t° — 571, s =1,2,3...,
where t° = 0. Let I' = {Fp}, Fr. € Fre1 € Ik =0,1,2,3..., where Fy, includes
the information for the computation, such as the state xp and the number of
spiking instants Ty.

Let 7y = {95|05 = round(t2=i=07),0° € Z,,s = 0,1, 2, }, be the spiking
instants, where round(-) is a rounding function. Let v, = vi(zr) € R™ and
mr = mi(ag) € Z2 = {0,1} for k = 0,1,2,... When k = 6°, we have up = v},
and 7 = 1. Thus, the spiking control law can be written as ux = p(mg, Vi),
u(-) : 2 x R™ — R™, where p(mg, ) can be defined as

0, mm=0
Vi, T = 1.

up = p(me, vg) = { (2)

Let w, = {ug,ugt1,.-}, 7 = {7k, Tkt1, ..} and v, = {vg, Vey1, ..} k =
0,1,2, ..., respectively. The given infinite-horizon performace index function for
initial state xy can be defined as

Jo(zo,uy) =E <Z U(xk7uk)|]-'0> =K <Z U (zk, p(m, k) |.7:0> (3)
k=0 k=0
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where the utility function U (xy, u(mg, vg)) > 0 for xx and p(-). We desire to
find an optimal spiking control law uj(xr) = p (75 (zx), Vi (zk)), such that the
performace index function is minimum, i.e.,

Ji(zr) = min Jy (2, ), (4)

Uy,
satisfying Bellman Equation [16], which is expressed as

Ji (@) = IT;LHE{U(mk’uk) + Jig1 (@) | Fr ) (5)

3 SADP Method Based on Poisson Process

In this section, the new iterative SADP algorithm based on Poisson process is
described to obtain the optimal spiking control law for a discrete-time nonlinear
system (1) with property analysis.

3.1 Transformation of the Utility Function

According to the MLE, the set IT = {7} and the set A = {\x}, £k =0,1,2,...
can be easily obtained. Let A represent the average of {\¢},k =0,1,2,.... For

R=0,1,..., Poisson process [17-19] can be expressed as
)R
P(N(t)=R8) = ( R? exp(—At). (6)

Due to the fixed time interval T, the probability of Poisson distribution in
[T, (k+1)T],k =0,1,2,... can be calculated as

AT)™ exp(—AT). (7)

Pre = Tk!

Thus, for each state z € 2,, k =0,1,2,..., we can get a 3-tuple (xg, T, Dr,. )-
Also, the probability p,, is added to Fy for k = 0,1,2,3... Thus, we can obtain
a new utility function U, expressed as

T —1
1-— D7y <
uTk, (xkal/*(ﬂ-k-&-'rmyk-i-m)) = Tk Z U(.Z‘k.l,_j,O) +kaU(:C]€+Tk7 Vk'+‘rk)- (8)
=0

Thus, the optimal spiking value function V;*(xy) can be defined as

Vo) = o {th (o) 4 F pGlonn) Konal)f O
g jE2,
3.2 Iterative SADP Method Based on Poisson Process

Then, the SADP algorithm based on Poisson process can be derived in Algorithm
1.
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Algorithm 1. SADP Algorithm based on Poisson Process
Require:
Give an initial state z¢ randomly, a computation precision € and an arbitrary
positive semi-definite function ¥ (x).
Ensure:
1: Let the iteration index ¢ = 0, and the initial iterative value function Vo(zr) =
W(zk), k=0,1,2....
2: Obtain the 3-tuple (zk, Tk, pr, ), £ =0,1,2,....
3: Iterative spiking control law v;(zx) can be computed as

o) =arg win {U o) + Y pUlon V) (0)

Vi . N
Tk JER

4: Tterative spiking value function Vj41(zx) can be computed as

Vigi(zx) = min {Zlfk(xk,Vk+fk)*% > p(j\mkka)‘ﬁ(J)}- (11)

Vi N
Tk JEQ

5: If |[Vig1(zk) — Vi(zw)| < €,Vai € §25, then the optimal performance index function
and optimal spiking control law can be obtained. Goto step 6. Otherwise, let i =
i+ 1, and goto step 2.

6: end.

3.3 Property Analysis of the SADP Algorithm Based on Poisson
Process

In this section, the property analysis of the SADP algorithm based on Poisson
process will be estabilished.

Theorem 1. Let Jji(xy) and Vi (zx), k=0,1,2, ..., be the optimal performance
index function and optimal spiking value function which satisfy (4) and (9),
respectively. Then, for each S-tuple (xy, Tk, pr.), k =0,1,2,..., we have

Ji (k) = Vil () (12)

Proof. Based on the 3-tuple (xg, 7, pr, ) obtained by the real sequence of spike
train, for any state x; € (2,, we can derive that k + 75 is a spiking instant,
i.e., Tktr, = 1, with the Poisson probability p,,. Thus, according to (4), we can
derive the following Bellman equation (13)

oS

=0

Jy, (w)

= gmin {tr o)+ 3 p{dlew ) Fian )}

Vit ;
T JE€EQ,

Vi (k) (13)



Spiking Adaptive Dynamic Programming with Poisson Process 529

where p(j|xg, 7i) can be expressed as

1 - kap‘rkJer
p (Jlog, 7) = N-1
prkp7k+¢ka J = Tkt -

je 'Q:Cm] 7é Tl (14)

and N represents the number of the states in {2,. The Eq. (14) shows that, for
state x4, , the probability is the product of p,, and p-, g while the probability
is the same for other states, i.e., (1 — pr,pr.,. )/ (N —1).

The proof is complete.

According to Theorem 1, for each 3-tuple (zy,7k,pr.), k = 0,1,2,..., the
Bellman equation (5) can be expressed as

TE—1
N 1—pr < .
Ji () = Tk > Ulwres,0) + Jnin {me(ﬂcmmumm)
=0 -
+ S o(in ) Ra)} 09
J€2.

The Bellman equation (15) can be called “3-tuple Bellman equation”.

Lemma 1. For i =0,1,2,..., and any (g, Tk, pr,) k = 0,1,2, ..., let Viy1(xy)
and v;(xy) be the iterative value function and the iterative control law updated,
respectively. According to (1)-(1) in Algorithm 1. Then, the Vi(xy) converges to
the optimal performance index function Jj(xr) as i — oo, which is defined as

Eq. (15), that is

lim Vi(xy) = J; (zk). (16)

1— 00

The conclusion is easily derived and the proof is omitted here.

4 Simulation

We consider the torsional pendulum system to evaluate the performance of our
developed algorithm. The dynamic system is expressed as

T1,k+1 1k + Atway 0
’ = AtM gl At
Lj2,k+1] 7 J sin(x1x) + (1 — fd) Tok + {At] Uk (17)

J

where J = 4/3ml%, M = 1/3kg, g = 9.8m/s, [ = 3/2m and f; = 0.2 are the
parameters of this system.

The utility function is chosen as U(xy, ug) = xZka + uZRuk, where Q = I
and R = I, denoting the identity matrices with suitable dimensions. Choose
the initial value function with the form ¥(z)) = ] Py, where P = [10 151 2].
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In this example, we use the data set shared by Potter Lab [20,21] to establish
the 3-tuple. The fixed time is 0.3s. The spike train is shown in Fig. 1(a)—(c).

We implement Algorithm 1 with 2, for 20 iterations in order to urge the
iterative value function to be convergent, as shown in Fig.2(a). where “In” and
“Lm” represent first iteration and last iteration, respectively. We can also see
that the iterative value function is not smooth in the discretized state space due
to the effect of spike train. Thus, the optimal spiking instants may vary with the
states. The distribution of the optimal spiking intervals in the discretized state
space 2, can be seen in Fig. 2(b), existing seven kinds of intervals, from one to
seven. In this example, we choose an initial state = = [1.2 — 0.8]T and we get
the corresponding optimal spiking control as shown in Fig. 2(c), respectively.

“o a0 w0 w0 1200 1500 1800
Time

(2 (b) (©

Fig. 1. The spike train. (a) Height-time. (b) Threshold-time. (c) Interspike interval.

Pl

optimal spiking control

0 1000 2000 3000 4000 5000 6000 7000 8000
time step

(2) (b) (©)

Fig. 2. (a) Convergence plots of the iterative value functions. (b) The distribution of
the optimal spiking intervals. (c) Optimal spiking control with initial states zp.

5 Conclusion

A new iterative SADP algorithm based on Poisson process is presented to solve
optimal control problems for nonlinear systems. By using the model of Poisson
process and the method of MLE, we get the 3-tuple. The property analysis is
developed to guarantee that the value functions converge iteratively to optimal
performance index function. Finally, a simulation example is given to verify the
effectiveness of the developed algorithm.
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