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A B S T R A C T

Epilepsy is a prevalent chronic disorder of the central nervous system. The timely and accurate seizure
prediction using the scalp Electroencephalography (EEG) signal can make patients adopt reasonable preventive
measures before seizures occur and thus reduce harm to patients. In recent years, deep learning-based methods
have made significant progress in solving the problem of epileptic seizure prediction. However, most current
methods mainly focus on modeling short- or long-term dependence in EEG, while neglecting to consider
both. In this study, we propose a Parallel Dual-Branch Fusion Network (PDBFusNet) which aims to combine
the complementary advantages of Convolutional Neural Network (CNN) and Transformer. Specifically, the
features of the EEG signal are first extracted using Mel Frequency Cepstral Coefficients (MFCC). Then, the
extracted features are delivered into the parallel dual-branches to simultaneously capture the short- and long-
term dependencies of EEG signal. Further, regarding the Transformer branch, a novel feature fusion module
is developed to enhance the ability of utilizing time, frequency, and channel information. To evaluate our
proposal, we perform sufficient experiments on the public epileptic EEG dataset CHB-MIT, where the accuracy,
sensitivity, specificity and precision are 95.76%, 95.81%, 95.71% and 95.71%, respectively. PDBFusNet
shows superior performance compared to state-of-the-art competitors, which confirms the effectiveness of our
proposal.
1. Introduction

Epilepsy is a prevalent neurological disorder resulting from abnor-
mal neuronal discharges in the brain [1]. The World Health Orga-
nization (WHO) estimates that approximately 50 million individuals
worldwide are affected by epilepsy [2]. As seizures can occur at any
time, the duration and severity can affect the patient’s normal life
and can increase the patient’s mental stress, sometimes to the point of
being life-threatening. Therefore, predicting seizures is of paramount
importance. Early prediction of seizures before they occur and taking
preventive measures can reduce the harm and improve the patient’s
quality of life.

Currently, epilepsy can be diagnosed based on the amplitude and
waveform of Electroencephalography (EEG), which is an effective tool
for monitoring brain activity [3–6]. Based on EEG signals, two distinct
stages of brain activity in epilepsy patients (i.e., preictal and interictal
state) are given particular attention in the seizure prediction task [7].
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Concretely, the preictal state refers to the period just before the seizure.
The occurrence of the preictal state implies the imminent arrival of
epileptic seizures. The period just preceding the preictal state is termed
interictal, indicating a normal brain state. Seizure prediction aims to
differentiate between the preictal and the interictal brain stages of a
subject [8].

The majority of seizure prediction algorithms consist of two main
steps: EEG feature extraction and classifier training. Typically, these
methods commence by extracting epilepsy-related EEG features in ei-
ther the time-domain (such as Willison amplitude [11] and Hjorth
parameters [12]), frequency-domain (such as Power Spectral Density
(PSD) [13]), or time–frequency domain (such as Short-Time Fourier
Transform (STFT) [14] and Discrete Wavelet Transformation (DWT)
[15]). The classifiers fall into either machine learning-based or deep
learning-based categories. Commonly employed machine learning tech-
niques encompass Support Vector Machines (SVM) [16], the K-Nearest
vailable online 8 May 2024
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Fig. 1. The comparison of (a) CNN-based model [9], (b) Transformer-based model [10],
and the proposed (c) PDBFusNet. 𝑁 represents the number of channels of the EEG
signal. 𝑥 denotes the input features of the model, and 𝑦 is the prediction result.

Neighbour algorithm (KNN) [17], Random Forest (RF) [18], Decision
Tree (DT) [19], and Linear Discriminant Analysis (LDA) [20], among
others.

With the rapid development of deep learning technology, significant
achievements have been made in the fields of computer vision [21,22],
natural language processing [23], and automatic control systems [24].
Certainly, it also further promotes the application of deep learning
technology in medical research. For example, the segmentation of
medical images [25,26] helps to achieve the diagnosis and treatment
of diseases, and it helps to achieve early and accurate prediction of
epileptic seizures in the task of seizure prediction. Commonly used
deep learning algorithms include: Multi-Layer Perceptrons (MLP) [27],
Convolutional Neural Networks (CNN) [28,29], Long Short-Term Mem-
ory (LSTM) network [30] and Transformer [10]. Among them, CNN
is particularly popular in the past few years. However, since CNN
extracts the deep feature within the local receptive field, this would
limit the perception ability of global context information (or say-
ing that long-term dependence) for EEG [31,32]. Benefited by the
achievement in computer vision [21], natural language processing
[23] and speech recognition [33], more recently, Transformer has
been introduced into epilepsy prediction [34] and achieved impressive
performance. Nevertheless, Transformer-based methods mainly cap-
ture long-term dependence through position coding and self-attention
mechanism, while not sensitive to local structure [35].

Actually, in the seizure prediction task, the segmented EEG slice
may have two types of status epilepticus. Short-term dependency of
the EEG signal within current slice and long-term dependency between
two consecutive slices are both important for accurate prediction [36].
To overcome the limitations of a single model, we propose a Parallel
Dual-Branch Fusion Network (PDBFusNet) to simultaneously handle the
short- and long-term dependencies. As shown in Fig. 1(c), the frame-
work of PDBFusNet is composed of a feature extraction and a classifier.
Specifically, Mel Frequency Cepstral Coefficient (MFCC) features are
extracted from EEG signals and help differentiate between interictal
and preictal shifts [37]. The CNN branch is used to extract local
features from short-term dependence, while the Transformer branch
obtains global features from long-term dependence. In the Transformer
branch, considering that the information from the time, frequency
and channel dimensions are not fully utilized through concatenate or
average pooling operations, a feature fusion module is further designed
to assign different weights and fuse EEG information from different
dimensions. To evaluate the effectiveness of our proposed framework,
we use a Leave-One-Out Cross-Validation (LOOCV), a more strict setup,
for experimental verification. The experimental results show that it out-
performs most state-of-the-art epilepsy prediction methods. The main
contributions of this paper are summarized as follows:

• We propose a novel deep learning framework named PDBFus-
Net to handle the EEG-based seizure prediction task. PDBFusNet
2

harnesses the synergistic advantages of both CNN and Trans-
former architectures for simultaneously modeling local and global
features from short- and long-term dependencies, respectively.

• For the output of the single-branch Transformer model, we design
a feature fusion module that is capable of fusing information in
three different dimensions: time, frequency, and channel.

• The widely used public data is applied to our method. Extensive
experiments are conducted to validate the effectiveness of PDB-
FusNet. Experimental results also show that the method proposed
in this paper outperforms existing methods.

The remainder of this paper is organized as follows. In Section 2 we
discuss the most related work in epileptic seizure prediction. Section 3
describes the dataset of the epileptic seizure prediction and the methods
in our study. Section 4 presents the experimental results, analysis,
and compares them with those from other advanced methods. Finally,
Section 5 draws conclusions.

2. Related work

Artificial intelligence algorithms for epileptic seizure prediction
have been investigated for several decades. Currently, these meth-
ods can be categorized into traditional Machine Learning (ML)-based
methods and Deep Learning (DL)-based methods.

2.1. Traditional ML for seizure prediction

The process of traditional ML methods to solve the problem of
epileptic seizure prediction includes data pre-processing, feature extrac-
tion, and classification. Data pre-processing aims at filtering out noise
and artifact to reduce interference to the EEG signal. In the feature
extraction stage, the information of each state is extracted from the EEG
signals of epilepsy patients. There are several ways that can be tracked,
including time-domain features such as Willison amplitude [11] and
Hjorth parameters [12], frequency-domain features such as PSD [13],
time–frequency domain features such as STFT [38], Wavelet Transform
(WT) [39] and Stockwell Transform (ST) [40], nonlinear features such
as entropy [41]. In the classification stage, various ML algorithms are
employed to epileptic seizure prediction tasks, such as SVM, KNN, and
DT.

At present, there have been many efforts that attempt to combine
different feature extraction methods with ML algorithms for epileptic
seizure prediction. Current research route follows two lines, i.e., using
SVM as classifier based on different feature extraction methods, and
using the same feature extraction method with different classifiers. For
the first line, Subasi et al. [42] proposed to make use of DWT for EEG
signal analysis, where they first extracted features through DWT, then
different classical methods such as principal component analysis, linear
discriminant analysis, and independent component analysis were used
to reduce the dimensionality of the features. These low-dimensional
features were used as inputs to SVM to classify EEG signals. Patidar
et al. [43] extracted the Kraskov entropy as the only feature to get the
nonlinear values of EEG signals and then used Least Squares Support
Vector Machines (LS-SVM) for seizure prediction. Given the nonlinear
and non-stationary nature of EEG signals, researchers have increasingly
focused on investigating nonlinear dynamic characteristics in recent
years. Chen et al. [44] applied information entropy theory to extract
nonlinear dynamic characteristics, where one-way analysis of variance
and forward sequential feature selection technique are jointly utilized
to identify features that effectively characterize epilepsy. For the second
line, considering that the model fitting ability of the RF method is
stronger than that of SVM, Tzimourta et al. [45] used RF as classifier
using DWT-based time–frequency features. Yuan et al. [46] decom-
posed the signal into multiple frequency bands by discrete wavelet
decomposition, extracted the diffusion distance between the bands
as a multi-scale feature, and performed seizure prediction based on
Bayesian Linear Discriminant Analysis (BLDA).
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In general, traditional ML methods have made many achievements
in epileptic seizure prediction task. However, their performance highly
relies on the selection of features and classifiers.

2.2. DL-based methods for seizure prediction

Recently, with the rapid development of DL, it has been applied to
many fields. DL can automatically extract features from data. Therefore,
many researchers have applied DL technology to automatic feature
extraction and classification for epileptic seizure prediction, and have
achieved impressive results.

In DL, CNN can not only be used as a feature extractor but also as a
classifier. Hisham et al. [8] used CNN as a feature extractor, followed
by Bi-directional Long Short-Term Memory (Bi-LSTM) as a classifier,
and achieved an accuracy of 99.66% and 99.72% sensitivity. Truong
et al. [47] extracted time–frequency domain features from EEG time-
domain signals by STFT and then used CNN for classification, finally
achieving a sensitivity of 81.2% and a False Prediction Rate (FPR)
of 0.16/h. Usman et al. [48] proposed an ensemble learning method
for epileptic seizure prediction. Handcrafted features and CNN-based
features are used for feature extraction, and Pearson Correlation Coef-
ficient (PCC) and Particle Swarm Optimization (PSO) are combined to
select the extracted features. The classifier then combines the three-part
output of an SVM, CNN, and LSTM using model-agnostic meta-learning.
Finally, they achieved a sensitivity of 96.28%, an accuracy of 96.05%,
and a specificity of 95.65%. However, these methods are based on CNN
to extract local features of EEG signals, ignoring contextual information
or long-range dependencies.

Transformer has been widely applied in many fields due to their
excellent ability to capture long-distance dependencies. Bhattacharya
et al. [34] introduced the Transformer model into epileptic seizure pre-
diction for the first time. They used STFT to extract the time–frequency
features of EEG signals, and then used the Transformer model for clas-
sification, achieving a sensitivity of 98.46%. Yan et al. [10] applied an
STFT to the EEG signal and then expanded the resulting third-order ten-
sor into three matrices based on different dimensions. These matrices
were used as inputs to their model for epilepsy prediction. This ap-
proach effectively leveraged time, frequency, and channel information
within the EEG signal, resulting in an impressive sensitivity of 96.01%
and a low FPR of 0.047/h. Godoy et al. [49] focused on the informa-
tion from different EEG channels and proposed two Transformer-based
neural network models called Temporal Multi-Channel Transformer
(TMC-T) and Temporal Multi-Channel Visual Transformer (TMC-ViT).
The results showed that both models achieved the best performance
when the preictal duration was set to 60 min and the sample segment
was 20 s. Among them, the TMC-T model achieved an accuracy of
93.74% and a sensitivity of 93.87%, and the TMC-ViT model achieved
an accuracy of 95.73% and a sensitivity of 96.46%. Gao et al. [50]
proposed a general sample-weighted framework that uses genetic al-
gorithms to optimize the sample weights of the training set. Then
weighted and unweighted comparative experiments were conducted on
SVM, CNN and Transformer respectively to evaluate their effective-
ness. However, these works are based on Transformer to model the
global characteristics of EEG signals, ignoring the influence of local
characteristics.

There are some differences between previous studies and ours. In
terms of input features, directly inputting features into the model
does not take into account the difference in contributions of different
dimensions of the features. The feature fusion module we designed
can fully fuse features by giving corresponding weights of different
dimensions to the features. In terms of model structure, most of the
above-mentioned works adopt a single-branch structure. We adopt a
parallel dual-branch structure and take advantage of the synergistic
advantages of Transformer and CNN to extract global and local features
3

from EEG signals respectively.
Table 1
Detailed description of the CHB-MIT dataset used in this study.

Patient ID Gender Age Record time (h) Duration of seizure (s) No. of seizures

chb01 F 11 40.6 499 7
chb02 M 11 25.3 175 3
chb03 F 14 28.0 409 7
chb05 F 7 39.0 563 5
chb06 F 1.5 66.7 147 10
chb07 F 14.5 68.1 328 3
chb08 M 3.5 20.0 924 5
chb10 M 3 50.0 454 7
chb11 F 12 34.8 809 3
chb14 F 9 26.0 117 7
chb19 F 19 30.0 239 3
chb20 F 6 29.0 302 8
chb21 F 13 33.0 303 4
chb22 F 9 31.0 207 3
chb23 F 6 28.0 431 7

Gender: Female(F) and Male(M). No. of seizures: The number of seizures.

Fig. 2. The segmentation of epileptic EEG data. The preictal period is defined as one-
hour before the seizure, and the interictal period is defined as four-hour before or after
the end of the seizure.

3. Materials and methodology

In this section, we first introduce the data used in the study. Then
the framework of PDBFusNet is described.

3.1. Data description

The CHB-MIT dataset [51] is a scalp EEG dataset collected by
Boston Children’s Hospital, which includes EEG recordings of pedi-
atric individuals with intractable epileptic seizures and is open access
at PhysioNet.org.2 The scalp EEG recordings involve 22 participants,
comprising 5 males aged between 3 and 22 and 17 females aged
between 1.5 and 19. The recordings were obtained at a sampling
frequency of 256 Hz using scalp EEG data from 22 electrodes following
the international bipolar 10–20 system. Because there are differences
in the electrodes used for each patient across multiple experiments,
it is difficult to analyze without selecting their common channels.
Therefore, we chose 15 patients for the experiment who shared 23
channels, namely: FP1-F7, F7-T7, T7-P7, P7-O1, FP1-F3, F3-C3, C3-P3,
P3-O1, FP2-F4, F4-C4, C4-P4, P4-O2, FP2-F8, F8-T8, T8-P8, P8-O2, FZ-
CZ, CZ-PZ, P7-T7, T7-FT9, FT9-FT10, FT10-T8 and T8-P8. Details are
shown in Table 1.

As stated earlier, the task of epileptic seizure prediction concerns
the preictal and interictal stages. The segmentation of these two stages
is depicted in Fig. 2. Following [8,37], the preictal period is defined as
the one-hour interval preceding a seizure, while the interictal period
encompasses the four-hour timeframe both before and after the seizure
episode. The EEG signal is divided into non-overlapping 5-second seg-
ments, and the number of samples in the interictal period is selected to
be equal to the number of samples in the preictal period.

3.2. Methodology

The details of the proposed PDBFusNet are shown in Fig. 4. First,
MFCC features are extracted from EEG signals. Second, MFCC features

2 https://www.physionet.org/content/chbmit/1.0.0/
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Fig. 3. The process of MFCC feature extraction. First, the time domain EEG signal is
preprocessed by pre-emphasis, framing and windowing. Then, FFT is applied to convert
it to frequency domain signal and Mel filter energy is obtained by Mel filter bank.
Finally, logarithmic transformation and DCT are used to obtain the MFCC.

serve as inputs to both the Transformer and CNN branches. Addition-
ally, feature fusion of different dimensions occurs at the output of the
Transformer branch. Finally, after concatenating the outputs of the two
branches, the results of epileptic seizure prediction are output. In this
paper, matrices are represented in bold capital letters, vectors in bold
lowercase letters, and scalars in regular lowercase letters for clarity.
The key notations and their corresponding descriptions are outlined in
the Table 2.

3.2.1. Feature extraction
The proposed framework uses MFCC features as the input to the fol-

lowing network to extract the pattern from the Mel frequency cepstrum
domain. MFCC has shown a wide range of applicability in DL tasks asso-
ciated with biomedical signals [52] and contains predictive biomarkers
related to interictal and preictal brain states [37]. It captures more low-
frequency information through nonlinear scaling, which makes it very
effective when processing non-stationary signals [53]. MFCC features
are obtained by mapping the signal frequency to the nonlinear Mel
frequency cepstrum domain. Formally, the Mel scale frequency 𝑀𝑒𝑙(⋅)
is defined as follows:

𝑀𝑒𝑙 (𝑓 ) = 2595 × log
(

1 +
𝑓
700

)

(1)

where 𝑓 is the actual frequency of the EEG signal.
In this study, the concrete process in MFCC feature extraction

is shown in Fig. 3. After pre-processing operations including pre-
emphasis, framing, and windowing, the segmented EEG signal sequence
without noise is obtained. Then, the Fast Fourier Transform (FFT) is
performed to convert the time-domain signal into a frequency-domain
signal. Next, the spectral line energy of each frame of the frequency-
domain signal is calculated. Sequentially, the obtained discrete power
spectrum is filtered through the Mel filter to obtain the corresponding
Mel filter energy. Finally, the Mel filter energy is logarithmically
transformed to obtain the logarithmic spectrum, and the MFCC is
obtained after the Discrete Cosine Transform (DCT). The shape of the
calculated MFCC feature map is (𝑁 ×𝐶 ×𝑇 ), in which 𝑁 is the channel
dimension, 𝐶 is the order of MFCC and 𝑇 is the time scale. For a single
frame EEG, the 𝑖th MFCC coefficient 𝑀𝐹𝐶𝐶 𝑖 is calculated as follows:

𝑀𝐹𝐶𝐶 𝑖 =
𝑀
∑

𝑚=1
𝑆 (𝑚) cos

[

𝜋𝑖 (𝑚 − 0.5)
𝑀

]

, 𝑖 = 1, 2,… , 𝐶 (2)

where 𝑆(𝑚) is the logarithmic energy output by the filter bank, cos
represents the cosine function, and 𝑚 represents the index of the Mel
filter with 𝑀 Mel filters.

3.2.2. Parallel dual-branch fusion network
Our PDBFusNet uses a parallel architecture that harnesses the com-

plementary strengths of both CNN and Transformer networks as shown
4

Table 2
The key notations and the corresponding descriptions.

Notation Description

𝐶 Order of MFCC
𝑁 Number of EEG channels
𝑇 Time scale
𝑑𝑖 Feature dimension of

the output of the 𝑖th Encoder branch
𝑤1 , 𝑤2 , 𝑤3 Weights for the three features
𝐗𝑁 Channel-wise feature
𝐗𝐶 Coefficient-wise feature
𝐗𝑇 Time scale-wise feature
𝐙𝑖 Feature representation after encoder
𝐙𝐿
𝑖 Feature representation

after linear layer mapping
𝐙𝐶 Representation of

features after concatenation
𝐙𝑃 Feature representation after pooling
𝐙𝑇 𝑟𝑎𝑛𝑠 Output features of the Transformer branch
𝐙𝐶𝑁𝑁 Output features of the CNN branch

in Fig. 4. The Transformer can capture long correlations when analyz-
ing and predicting sequential data to obtain global information, while
CNN is adept at extracting local features.

(1) Transformer with a fusion module in PDBFusNet: After
feature extraction, a three-order tensor  with shape 𝑁 × 𝐶 × 𝑇 is
obtained. To explore more useful knowledge hidden in such a high-
order feature, the tensor is transformed into three feature matrices,
namely, channel-wise feature 𝐗𝑁 ∈ R𝑁×(𝐶×𝑇 ), coefficient-wise feature
𝐗𝐶 ∈ R𝐶×(𝑁×𝑇 ), and time scale-wise feature 𝐗𝑇 ∈ R𝑇×(𝐶×𝑁), which are
deemed as different learning branches of our Transformer module, as
depicted in Fig. 4(a)(1). Considering that the EEG signal is continuous,
in the Transformer module, a fully connected layer is used to replace
the embedding layer of the original Transformer, for projecting each
feature matrix as a preliminary abstract representation. To utilize the
order of EEG signal sequences, relative or absolute position information
of the markers needs to be further involved in the sequence. Hence,
we propose to add positional encoding in the coefficient-wise and time
scale-wise branches following their preliminary representations. Thus
far, three different representations are in our hands to be input into
the encoders for further representation refinement. Not hard to find
that, three encoders are cooperating with each other to capture the
correlation of each dimensional sequence in terms of time, frequency,
and channel information. Our encoder contains 𝐷 encoder layers, and
each of whom mainly includes a fully connected layer and a multi-head
attention layer, as shown in Fig. 4(b). More specifically, the multi-head
attention layer consists of multiple self attention layers, which map
different output vectors to multiple new subspaces to learn features
from different positions. Self-attention is calculated as follows:

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝐐,𝐊,𝐕) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

(

𝐐𝐊𝐓
√

𝑑𝑘

)

𝐕 (3)

where 𝐐, 𝐊, 𝐕 represent query, key, value matrices and T is transposi-
tion, 𝑑𝑘 is the dimension of 𝐊, 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 refers to the activation function.
The formula of multi-head attention is given as follows:

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (𝐐,𝐊,𝐕) = 𝐶𝑜𝑛𝑐𝑎𝑡
(

ℎ𝑒𝑎𝑑1,… , ℎ𝑒𝑎𝑑ℎ
)

𝐖𝑂

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛
(

𝐐𝐖𝑄
𝑖 ,𝐊𝐖𝐾

𝑖 ,𝐕𝐖
𝑉
𝑖

)

(4)

where ℎ is the number of attention heads, 𝑖 represents the 𝑖th attention
head, 𝐶𝑜𝑛𝑐𝑎𝑡 denotes the concatenation operation, 𝐖𝑄

𝑖 , 𝐖𝐾
𝑖 , 𝐖𝑉

𝑖 and
𝐖𝑂 are the trainable weight matrices.

As we can see, the Transformer encoders can generate three kinds of
feature representations

{

𝐙𝑖 ∈ R𝐵×𝑑𝑖
}3
𝑖=1, where 𝐵 is the batch size and

𝑑𝑖 is the output feature dimension of the 𝑖th encoder branch. Inspired
by the simplex weighting strategy in multi-view learning [54–57] and
multi-modal fusion [58,59], we claim that these feature representations
should present different degrees of importance, thus a feature fusion
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Fig. 4. The architecture of our proposal. Our framework consists of MFCC feature extraction and a classifier to distinguish the preictal and the interictal brain stages. Classification
results are output by fusion based on the Transformer branch and CNN branch. In the Transformer branch, the encoder consists of 𝐷 Transformer encoder layers.
Fig. 5. The structure of the proposed feature fusion module. Weights are obtained and
multiplied with the corresponding features to achieve feature fusion.

module (as shown in Fig. 5) is introduced to provide different atten-
tion weights for different feature representations. In detail, we project
{

𝐙𝑖 ∈ R𝐵×𝑑𝑖
}3
𝑖=1 onto a shared 𝑑-dimensional feature space to produce

{

𝐙𝐿
𝑖 ∈ R𝐵×𝑑}3

𝑖=1. Then the matrix 𝐙𝐶 ∈ R(𝐵×3)×𝑑 can be obtained by the
concatenation operation 𝐶𝑜𝑛𝑐𝑎𝑡:

𝐙𝐶 = 𝐶𝑜𝑛𝑐𝑎𝑡
(

𝐙𝐿
1 ,𝐙

𝐿
2 ,𝐙

𝐿
3
)

(5)

Next, the matrix 𝐙𝐶 is normalized and an average pooling layer is
performed on the batch size dimension to get 𝐙𝑃 ∈ R3×𝑑 . We send 𝐙𝑃

to a fully connected layer and pass the 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 function to obtain the
attention weights 𝑤1, 𝑤2 and 𝑤3 of the three features:
[

𝑤1, 𝑤2, 𝑤3
]T = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥

(

𝐖𝐙𝑃 + 𝐛
)

(6)

where 𝐖 represents the weight matrix, 𝐛 represents the bias vector.
Finally, a weighted aggregation layer is used to combine the fusion
representation of multiple features:

𝐙𝑇 𝑟𝑎𝑛𝑠 = 𝐶𝑜𝑛𝑐𝑎𝑡
(

𝑤1𝐙1, 𝑤2𝐙2, 𝑤3𝐙3
)

(7)

Following the Transformer branch’s processing, the long-term de-
pendencies in the EEG signal can be captured, and with the fea-
ture fusion module, information from all aspects can be effectively
leveraged.

(2) CNN in PDBFusNet: In this work, the CNN network, a branch of
PDBFusNet, aims to address the limitations of Transformer in capturing
short-term dependencies. Here, three convolutional blocks with two
fully connected layers are considered as our CNN network as shown
in Fig. 4(a)(2). Each convolutional block contains a convolutional layer
5

activated by a Rectified Linear Unit (ReLU), a Batch Normalization (BN)
layer, and a max-pooling layer. The convolutional layer performs con-
volution operations on the input features to capture the local features.
The BN layer normalizes the extracted features to ensure that the input
distribution is the same for each layer. The max-pooling layer down
samples the input features to reduce the feature size. In detail, the
size of the convolution kernels in the three convolutional layers is 16,
32 and 64, respectively. Finally, a Flattened layer is used after three
convolutional blocks to reduce multi-dimensional features to a single
dimension. Then the 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 activation function is used on the output
of the fully connected layer, and a dropout layer is placed before the
fully connected layer with a dropout rate of 0.5 to reduce overfitting.

The final feature representation 𝐙 is obtained by concatenating the
output feature 𝐙𝑇 𝑟𝑎𝑛𝑠 of the Transformer branch and the output feature
𝐙𝐶𝑁𝑁 of the CNN branch:

𝐙 = 𝐶𝑜𝑛𝑐𝑎𝑡
(

𝐙𝑇 𝑟𝑎𝑛𝑠,𝐙𝐶𝑁𝑁)

(8)

Finally, the feature 𝐙 is delivered to the fully connected layer to obtain
the results of the prediction. By minimizing the cross-entropy loss,
PDBFusNet can be optimized.

4. Experiments

In this section, first, we present the details of the experimental set-
tings and the evaluation metrics. Second, to validate the effectiveness
of our proposal, compared with the baseline model the experimental
results on the CHB-MIT dataset are presented. Finally, to verify the
effectiveness of the feature fusion module and the dual branching, abla-
tion experiments and parametric experiments are performed, analyzed
and discussed.

4.1. Experiment settings and evaluation metrics

In the task of epileptic seizure prediction, dataset partitioning di-
rectly affects the accuracy and reliability of the final model. It is
essential to ensure that the testing data, which is used to evaluate
the model’s performance, is independent of the training data and not
influenced by any prior knowledge of the model. With careful consid-
eration, we adopt a strict setting (LOOCV) to obtain reliable prediction
results [27]. Specifically, for a patient with 𝐸 epileptic seizure, each
seizure is referred to a separate test dataset, while the remaining data
are utilized as the training set. The model is trained and tested for the
patient 𝐸 times and the average of 𝐸 results is computed to yield the
patient’s experimental results on the model.
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Table 3
Performance comparison of the overall performance of the three models 3T-
Transformer, CNN, and PDBFusNet.

Model Acc. (%) Sen. (%) Spe. (%) Pre. (%)

3T-Transformer 87.22 85.96 88.42 89.52
CNN 91.06 90.19 91.94 91.77
PDBFusNet 95.76 95.81 95.71 95.71

The best results are in boldface.

We implement our experiments on a Linux server with two NVIDIA
GTX 1080Ti GPUs. Our experiments are completed in the Python 3.8
environment and Pytorch 2.0. As stated earlier in the data description,
the number of channels 𝑁 is 23. For the parameter settings of the
PDBFusNet, the number of filter banks 𝐶 is 12, and the time scale 𝑇
is 41. The output size of the Transformer branch is 768, and the output
size of the CNN branch is 256. Finally, the output concatenation size
of the two branches is 1024. The experiments are performed using an
Adagrad optimizer with a learning rate of 0.001.

We mainly evaluate the performance of PDBFusNet using four eval-
uation metrics. Accuracy is defined as the ratio of correct predictions
to the total number of predictions made. Sensitivity measures the pro-
portion of seizures that are correctly predicted out of the total number
of seizures. Specificity calculates the ratio of correctly predicted nega-
tive samples to the total number of negative samples, while precision
determines the proportion of seizures that are correctly predicted out
of all predicted seizures. Mathematically, the four evaluation metrics
are defined as follows:

Accuracy = TP + TN
TP + FP + TN + FN

(9)

Sensitivity = TP
TP + FN

(10)

Specificity = TN
TN + FP

(11)

Precision = TP
TP + FP

(12)

where True Positive (TP) and True Negative (TN) refer to EEG seg-
ments correctly classified as preictal and interictal, respectively. False
Positive (FP) and False Negative (FN) denote EEG segments incorrectly
predicted as preictal and interictal, respectively. The short names Acc.,
Sen., Spe., and Pre. are used in the following to represent accuracy,
sensitivity, specificity, and precision.

4.2. Baseline comparison

To validate the effectiveness of our proposal, we compared the
results with the baseline model (three-tower Transformer model [10]
short for 3T-Transformer, CNN model [9]). Both the CNN model and
the 3T-Transformer model use time–frequency features extracted by
STFT. The CNN model consists of three convolutional blocks. The 3T-
Transformer model consists of a three-tower Transformer based on a
Transformer encoder layer and a gating mechanism. Inspired by the
3T-Transformer, we propose a feature fusion module that assigns cor-
responding weights to different dimensions and obtains global features
after full fusion. Furthermore, a CNN branch is introduced to extract
local features. For a fair comparison, both models are executed on the
same 15 patients from the CHB-MIT dataset under the LOOCV setting.

The comparison of the overall performance of the three models is
shown in the Table 3. Generally, Table 3 shows an increase in accuracy
of 4.7%, sensitivity of 5.62%, specificity of 3.77%, and precision of
3.94% when comparing the PDBFusNet and CNN. A comparison be-
tween PDBFusNet and 3T-Transformer in Table 3 reveals an increase
in accuracy of 8.54%, sensitivity of 9.85%, specificity of 7.29%, and
precision of 6.19% for PDBFusNet. To evaluate the significance of
the results in Table 3, we use the Kruskal–Wallis test [60] as a non-
parametric test statistic to analyze the results. The obtained p-values
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Fig. 6. Decreasing trend of loss values during training.

Table 4
Seizure prediction results of PDBFusNet on the CHB-MIT dataset.

Patient ID Acc. (%) Sen. (%) Spe. (%) Pre. (%)

chb01 99.98 100.0 99.97 99.97
chb02 89.48 95.38 83.58 87.12
chb03 97.74 98.08 97.40 97.46
chb05 97.11 96.51 97.71 97.66
chb06 88.89 83.14 94.64 92.45
chb07 83.97 82.70 85.24 84.90
chb08 99.33 98.67 100.0 100.0
chb10 93.37 89.76 96.97 94.70
chb11 99.65 99.92 99.37 99.38
chb14 99.75 99.79 99.71 99.71
chb19 98.83 98.87 98.79 98.79
chb20 99.95 99.96 99.94 99.94
chb21 95.55 96.88 94.21 94.37
chb22 93.10 97.51 88.68 89.66
chb23 99.75 100.0 99.50 99.50
Average 95.76 95.81 95.71 95.71

for accuracy, sensitivity, specificity, and precision were 0.01, 0.02,
0.03, and 0.04, respectively. The Kruskal–Wallis test results for all
four metrics revealed p-values of less than 0.05, suggesting notable
differences in the outcomes among the three models. This preliminary
verification confirms the effectiveness of our proposal.

To validate the convergence of PDBFusNet, Fig. 6 shows the trend of
PDBFusNet loss values decreasing with the training process. The exper-
imental results depicted in Fig. 6 indicate that our model’s performance
experiences a sharp decline in the initial epochs followed by a stable
phase throughout the remainder of the training process.

The experimental results in Table 4 show that the performance
of the model varies among patients. This may be related to the data
collected from the patients. PDBFusNet extracts local features through
CNN, and the fusion module combines features of different dimensions.
It solves the problem of using a Transformer to extract global features
while ignoring local features and giving different dimension weights
solves the problem of differences in the contribution of features to
fusion results.

4.3. Parameters analysis

In this section, we perform experiments with the relevant param-
eters. We conduct three sets of experiments based on the standard
range of output dimensions for CNN and transformers. In detail, the
dimension size of the output is set to 128-256-512, 256-768-1024, and
512-1536-2048, respectively. Where, for example, 256-768-1028, 128
denotes the output size of the CNN branch, 768 denotes the output size
of the Transformer branch, and 1024 denotes the output of the double-
branch concatenation after the output size. The experimental results
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Table 5
Performance comparison of dual-branch network output with different sizes.

Network output Acc. (%) Sen. (%) Spe. (%) Pre. (%)

128-384-512 93.88 94.97 92.80 93.77
256-768-1024 95.76 95.81 95.71 95.71
512-1536-2048 94.99 94.85 95.13 95.19

The best results are in boldface.

Fig. 7. Comparison of the performance of all patients on the four metrics of PDBFusNet
based on STFT features and based on MFCC features.

are shown in Table 5 and the predictions are different when the output
sizes are different. When the output size is 256-768-1024, the model
performs best on the CHB-MIT dataset.

4.4. Ablation experiment

To further explore the effectiveness of parallel dual branches and
the feature fusion module, we perform ablation experiments. The exper-
imental results are shown in Table 6. The validation of major concerns
in our proposal is analyzed: (1) remove the Transformer branch in
PDBFusNet and the feature fusion module in this branch to study its
impact on model performance. Comparing the fifth and fourth rows
in Table 6, it can be observed that there are decreases in accuracy
of 2.34%, sensitivity of 1.51%, specificity of 3.17%, and precision of
2.73%. Experimental results show the superiority of the Transformer
in capturing the long-range dependence of EEG signals and the impor-
tance of global features in improving model performance [35]. (2) the
CNN branch in PDBFusNet is removed to explore the impact of the CNN
network on model performance. Table 6 shows a decrease in accuracy
of 3.67%, sensitivity of 1.56%, specificity of 4.97%, and precision of
4.05% when comparing the fifth and third rows. The experimental
results show that when the CNN branch is removed, the four metrics of
the single-branch Transformer decrease significantly. The advantages
of CNN in extracting local features and the effectiveness of parallel
structure are verified. (3) We remove the feature fusion module from
the Transformer branch. A comparison between the third and second
rows in Table 6 reveals decreases in accuracy of 1.71%, sensitivity of
3.44%, specificity of 0.79%, and precision of 1.52%. It can be found
that the importance of different dimensions is obtained by adding the
feature fusion module, which gives weights to the output features on
three different dimensions respectively. It can fully fuse the information
on different dimensions of MFCC features to better obtain the ability to
characterize the global information.

Since EEG-based feature extraction is critical in formulating a frame-
work, we conducted an exploratory analysis to investigate the im-
pact of alternative feature extraction methods on experimental results.
STFT-based feature is also widely used [61,62]. MFCC captures more
low-frequency information through a nonlinear scale, which makes it
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Fig. 8. MFCC feature maps for (a) interictal and (b) preictal epilepsy.

outstanding in characterizing non-stationary signals while being noise
robust [53,63]. The performance of STFT-based features and MFCC-
based features in PDBFusNet on each patient is shown in Fig. 7. The
results show that the median boxplots based on the MFCC features are
higher than those based on the STFT features on all four metrics, and
the overall performance is better on all patients. For some outliers,
it indicates that the performance of the model is correlated with the
patient’s EEG data. STFT extracts time–frequency features, while MFCC
will lose part of the time domain information when extracting features.
So the decrease of some metrics in a given patient is reasonable. The
accuracy based on MFCC features increases by 2.84%, the sensitivity
increases by 4.35%, the precision increases by 2.99%, and the speci-
ficity decreases by 1.33%. Overall, MFCC features have advantages over
STFT features, proving the superiority of MFCC features in capturing
low-frequency information and characterizing non-stationary signals.

4.5. Analytical experiments

Furthermore, we carry out several necessary experiments to pursue
deeper insight into our PDBFusNe. First, the performance comparison
of different combination ways of CNN and Transformer. Second, the
advantage of MFCC over other features is verified.

Performance comparison of different combinations of CNN and
Transformer. When networks are located differently, it affects the
information and features that are received by the next network. We
further explore the performance comparison of different combination
methods of CNN and Transformer. The experimental results on the
CHB-MIT dataset are shown in Table 7. The results show that the best
performance is achieved when the CNN and the transformer are parallel
structures. It is further proved that the parallel structure can extract
local and global features better.

Performance comparison of different feature maps. To enhance
clarity, we also showcase the variances in MFCC characteristics of EEG
signals during the interictal and preictal stages of epileptic seizures.
Fig. 8 depicts the variances in MFCC features during the interictal and
preictal phases of patient chb03.

To better demonstrate the benefits of MFCC, we conducted ad-
ditional preliminary experiments. Here, we conduct experiments to
extract features from raw EEG signals using PSD, STFT, DWT, and
MFCC, respectively. Five patients are randomly selected to calculate
the average value of the four evaluation metrics, and the experimental
results are shown in Table 8. Comparing the experimental results in
the table, it can be found that the PDBFusNet model based on MFCC
features has the best performance.

5. Discussions

In this section, we first compare with previous epilepsy predic-
tion methods. Secondly, the limitations of the proposed method are
discussed and an outlook for future work is given.

5.1. Comparison with state-of-the-art methods

The advancements in DL in recent years have led to significant
progress in epileptic seizure prediction using DL methods. Here, we
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Table 6
The comparison of experimental results from ablation experiments.

Transformer Feature fusion module CNN Accuracy(%) Sensitivity(%) Specificity(%) Precision(%)

✓ × × 90.38 90.81 89.95 90.14
✓ ✓ × 92.09 94.25 90.74 91.66
× × ✓ 93.42 94.30 92.54 92.98
✓ ✓ ✓ 95.76 95.81 95.71 95.71

Among these, ✓indicates that this network or module has been added, and ×signifies that it has not been added.
Table 7
Performance comparison of different combinations of CNN and Transformer.

Combination
method

Acc. (%) Sen. (%) Spe. (%) Pre. (%)

CNN followed
by Transformer

83.59 85.19 81.98 83.82

Transformer
followed by CNN

88.01 92.55 83.46 86.43

CNN in parallel
with Transformer

95.76 95.81 95.71 95.71

The best results are in boldface.

Table 8
Performance comparison of different features on PDBFusNet.

Model Acc. (%) Sen. (%) Spe. (%) Pre. (%)

DWT-PDBFusNet 89.89 89.89 89.81 89.63
STFT-PDBFusNet 93.03 91.44 94.62 93.41
PSD-PDBFusNet 84.20 82.41 86.00 85.58
MFCC-PDBFusNet 96.12 97.51 94.73 95.46

The best results are in boldface.

provide the currently and commonly used DL-based seizure prediction
models in Table 9. It can be observed that there are discrepancies in the
experimental setup of the current model. For instance, Yan et al. [10]
and Bhattacharya et al. [34] achieve higher sensitivity on the CHB-MIT
dataset in the hold-out experimental settings. Note that in the context
of epileptic seizure prediction, LOOCV is a more rigorous setting than
hold-out. The hold-out method refers to randomly dividing the exper-
imental dataset into training and testing sets. It shuffles and mixes all
EEG data so that some prior information in the test seizure is aware
by the model during training in advance, destroying the independence
between EEG data of different seizures. Since the model has learned
the information about the test, it can achieve high performance [35].
Khan et al. [39], Cho et al. [64] and Büyükçakır et al. [65] use 10-fold
Cross-Validation (10-fold CV). As a special case of K-fold CV, LOOCV
divides the number of epileptic seizures in more detail and does not
destroy the temporal continuity when testing. Models using K-fold CV
train less available data than the models using LOOCV, which yields
worse performance [68].

Under the same LOOCV setting, we further analyze from the per-
spective of data feature extraction. Zhao et al. [6] solely employ the
time-domain features of original EEG data, overlooking the potential
of utilizing the frequency information present in the EEG signal. Oz-
can et al. [66] utilize a 3DCNN model for classification, resulting
in increased computational costs without a substantial performance
improvement. Truong et al. [9] and Zhang et al. [67] utilize STFT and
Common Spatial Patterns (CSP), respectively, to extract time–frequency
domain features from EEG signals, resulting in a commendable perfor-
mance. Among them, the sensitivity obtained by using STFT to extract
features is 81.2%, the sensitivity of using CSP to extract features is 92%,
and the AUC is 0.90. However, using a pure CNN model can only model
local features, ignoring the long-term dependencies of the EEG signal
and limiting the performance of the model.

In summary, compared with the methods mentioned above, our
model achieved an AUC of 0.955 and a sensitivity of 95.76% in the
experiments using the LOOCV approach, both of which outperformed
the method using the LOOCV approach, indicating that our proposed
seizure prediction method can achieve better performance.
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5.2. Limitations and future directions

Although the proposed seizure prediction model achieves high pre-
diction performance, the current work still suffers from two limitations.
Firstly, our proposed PDBFusNet model omits complex preprocessing
(e.g., artifact removal) operations and the actual epileptiform dis-
charges have artifacts and uncorrelated channels. Therefore, we will
continue to explore the artifact removal algorithms [69] and channel
selection mechanisms [70,71] to reduce the effects of noise and channel
redundancy and further improve the performance of the model. Second,
our approach was trained and tested on specific patients and did not
take into account the effect of inter-patient variability on prediction.
Therefore, in future work, supervised domain adaptation [72] or trans-
fer learning strategies [73] are added to our model to reduce the impact
of inter-individual patient variability.

6. Conclusion

In this paper, we propose a Parallel Dual-Branch Fusion Network
(PDBFusNet) to handle the EEG-based seizure prediction task. PDBFus-
Net harnesses the synergistic advantages of both CNN and Transformer
architectures for simultaneously modeling local and global features.
Specifically, the MFCC features are first extracted from the original
EEG signal. PDBFusNet combines the synergistic advantages of CNN
and Transformer. In addition, regarding the Transformer branch, we
design a fusion module to integrate information from three dimensions
of EEG signal time, frequency, and channel by assigning different
weights. We conduct extensive experiments to validate the effectiveness
of PDBFusNet. Experimental results show that PDBFusNet outperforms
baseline, and further analytical and ablation studies demonstrate the
necessity and importance of each proposed component. Compared with
the state-of-the-art DL model, the results confirm our superiority in the
strict experimental setting.
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Table 9
Performance comparison with previous methods on the CHB-MIT dataset.

Author Features Classifier Validation
strategy

No. of
patients-seizures

Interictal-preictal
intervals (min)

Average
AUC-Sen (%)

Yan et al.
[10]

STFT Spectrograms Transformer Hold-Out 21–111 240–30 NA-96.01

Bhattacharya
et al. [34]

STFT Spectrograms Transformer Hold-Out 21–147 NA-30 NA-98.46

Khan et al.
[39]

Wavelet Transform
Coefficient

CNN 10-fold CV 15–18 10–10 86.6-87.8

Cho et al.
[64]

Phase Locking Value SVM 10-fold CV 21–65 30–5 NA-82.44

B‘̀uy’́ukçakır
et al. [65]

Hilbert Vibration
Decomposition

MLP 10-fold CV 10–62 NA-30 NA-89.8

Zhao et al.
[6]

Raw Data AddNet-SCL LOOCV 19–105 240-30,
240-60

0.929-93.0,
0.942-94.9

Ozcan et al.
[66]

Spectral Power,
Statistical Moments,
Hjorth

3D CNN LOOCV 16–77 60-60,
120-60,
240-60

NA-86.8,
NA-87.0,
NA-85.7

Truong et al.
[9]

STFT Spectrograms CNN LOOCV 13–64 240–30 NA-81.2

Zhang et al.
[67]

Common Spatial
Pattern Statistics

CNN LOOCV 23–156 30–30 0.900-92.0

Ours MFCC PDBFusNet LOOCV 15–82 240–60 0.955-95.76

Where NA means not applicable in this work.
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