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Abstract. Haze generated during endoscopic surgeries significantly
obstructs the surgeon’s field of view, leading to inaccurate clinical judg-
ments and elevated surgical risks. Identifying whether endoscopic images
contain haze is essential for dehazing. However, existing haze image
classification approaches usually concentrate on natural images, show-
ing inferior performance when applied to endoscopic images. To address
this issue, an effective haze recognition method specifically designed for
endoscopic images is proposed. This paper innovatively employs three
kinds of features (i.e., color, edge, and dark channel), which are selected
based on the unique characteristics of endoscopic haze images. These fea-
tures are then fused and inputted into a Support Vector Machine (SVM)
classifier. Evaluated on clinical endoscopic images, our method demon-
strates superior performance: (Accuracy: 98.67%, Precision: 98.03%, and
Recall: 99.33%), outperforming existing methods. The proposed method
is expected to enhance the performance of future dehazing algorithms in
endoscopic images, potentially improving surgical accuracy and reducing
surgical risks.
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1 Introduction

Recent technological advancements in endoscopy have enabled surgeons to visu-
alize surgical fields clearly during surgeries. Endoscopic images provide a view
that is nearly equivalent to the surgeon’s own eyes. However, some haze may
be generated during surgical operations, which can obscure visibility and signif-
icantly affect a surgeon’s ability to operate. Therefore, dehazing task for endo-
scopic images is necessary.
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Although many studies have focused on the dehazing task, existing image
dehazing methods often ignore whether an image contains haze and are applied
to the image directly. However, for endoscopic images, it is necessary to distin-
guish whether an image needs dehazing. This is important for two reasons: first,
if the dehazing algorithm is used directly without judging whether the image
contains haze, the resulting image may have lower visibility than the original
image. Second, using the dehazing algorithm is time-consuming and can affect
the real-time performance of endoscopic surgery images. Selectively using the
dehazing algorithm can reduce the time required. Therefore, a haze image clas-
sification model is needed to improve the performance of dehazing algorithms.

Many studies have used traditional Machine Learning (ML)-based
approaches to classify haze images. Yu et al. [16] extracted three features(image
visibility, intensity of dark channel, and image contrast) and combined them
with Support Vector Machine (SVM) to distinguish between haze and non-
haze images. Zhang et al. [17] used the variance of HSI images as a feather
and computed the angular deviation of different haze images compared to clear
day images as another feature, they also used SVM for classification. Pal et al.
[10] proposed a framework for image classification based on nine features and
K-Nearest Neighbor (KNN) method. In [13], nineteen classification techniques
were applied using five training parameters: area, mean, minimum intensity,
maximum intensity, and standard deviation. Additionally, Wan et al. [15] used
Gaussian Mixture Model to learn the probability density of three situations:
non-haze, haze, and dense haze. The model’s parameters were learned using the
expectation-maximization algorithm.

Apart from traditional ML-based approaches, some methods are proposed
based on Convolutional Neural Networks (CNN). Guo et al. [7] combined trans-
fer learning and proposed a haze image classification method based on the
Alexnet network transfer model. Pei et al. [11] proposed an end-to-end Consis-
tency Guided Network, for classifying haze images. In [12], the authors proposed
a deep neural network to identify haze images. Chincholkar et al. [5] presented
the implementation of CNN to detect and classify the images into haze and non-
haze based on the factors such as image brightness, luminance, intensity, and
variance.

Existing methods usually focus on natural images, showing inferior perfor-
mance when applied to endoscopic images. Therefore, this paper proposes a
method to judge whether endoscopic images are haze or non-haze. The method
implementation process is as follows: first, images are captured from different
endoscopic surgery videos to form the training and test set. After extensive
experimental analyses, three kinds of features including the color feature, the
edge feature, and the dark channel feature are extracted from images in the train-
ing set and then fused together. An SVM model is trained to identify whether an
image is haze or non-haze. The trained model is tested using features extracted
from the test set and demonstrates high classification results.

The main contributions of this paper can be summarised as follows:
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– Based on the unique characteristics of endoscopic haze images, three kinds of
features (i.e., color, edge, and dark channel) are extracted from images and
fused to distinguish between haze and non-haze endoscopic images.

– Various machine learning algorithms and fusion strategies based on the three
kinds of features are experimented with the goal of optimizing the classifica-
tion results.

– Extensive experiments demonstrate that our method can achieve a classifica-
tion accuracy of 98.67% on endoscopic images, surpassing existing approaches.

The remainder of this paper is structured as follows: Sect. 2 depicts the
proposed method. The experimental results are presented in Sect. 3. Section 4
discusses the advantages of our method. Finally, the conclusion of this paper is
provided in Sect. 5.

2 Method

2.1 Features Extraction

In order to accurately distinguish between haze images and non-haze images,
extracting appropriate features is the key point. This section introduces the
three kinds of features extracted from images, which are the color feature, the
edge feature, and the dark channel feature. All the features are fused to form
the final feature.

Color Feature. Generally, haze can cause color changes in images, so the first
kind of feature chosen is the color feature. There are two commonly used cate-
gories of color models: the hardware oriented and the color processing application
oriented color model. The RGB color model is the most widely used hardware
oriented color model owing to easily storing and displaying images on computers.
However, the non-linearity with visual perception makes it unsuitable for this
task. Therefore, the HSI color model, which is widely used in image processing
applications, is chosen instead.

The HSI color model is based on hue, saturation, and intensity, which con-
forms to how people describe and interpret colors. Hue (H) represents the main
pure color perceived by an observer with a range of angles between 0 and 2π.
Red is represented by both 0 and 2π, green is represented by 2/3π, and blue is
represented by 4/3π. Saturation (S), ranging from 0 to 1, refers to the relative
purity of a color, or the amount of white light mixed with a color. Intensity
(I) refers to the brightness of light, also ranging from 0 to 1, where black is
represented by 0, and white is represented by 1. In contrast to the RGB color
model, the HSI color model separates brightness and color information, making
it more advantageous for endoscopic haze classification tasks. HSI values can be
computed from RGB values as follows, where R, G, and B represent values of
the three color channels in the image:
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Fig. 1. The average HSI histograms of haze images and non-haze images.
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Once the HSI color model is obtained, separate histograms are drawn for H,
S, and I. Histograms can directly reflect the distribution of variables. Figure 1
shows the average H, S, and I histograms of 230 haze images and 270 non-haze
images. Figure 1(a) and (b) show that haze changes the hue distribution. Non-
haze images mainly contain a red hue owing to their origin in endoscopic surgery
videos. In contrast, haze images exhibit a decreased ratio of pure red and a more
dispersed hue distribution. Additionally, comparing Fig. 1(b) and (e), Fig. 1(c)
and (f), it is evident that the haze also reduces saturation and increases intensity
by adding more white light to images.

Edge Feature. One distinct feature for effectively distinguishing between haze
and non-haze images is the image edge feature. Image edges contain rich infor-
mation, the more details the edges of the image contain, the higher sharpness
the image has. Moreover, haze reduces image sharpness and blurs image edges.
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Fig. 2. The edges of haze image and non-haze image.

To obtain the edge information of an image, it is necessary to choose a suitable
method. There are many common methods for edge detection, such as Sobel
operator, Kirsch operator, Laplacian operator, and Canny operator. Among
them, the Canny operator is chosen. Canny edge detection algorithm is a multi-
level edge detection algorithm developed by John F. Canny in 1986 [2]. This
algorithm is considered by many to be the best edge detection algorithm. Com-
pared with other edge detection algorithms, its accuracy in recognizing image
edges is much higher and it has more accurate positioning of edge points. These
advantages enable the algorithm to process blurry images, such as haze images.
To use the Canny edge detection algorithm, the original image is first converted
to a grayscale image. The algorithm consists of four steps: noise reduction, gradi-
ent calculation, non-maximum suppression, and double threshold edge tracking
by hysteresis. After these steps, a binary edge image is obtained from the original
image. Figure 2 shows the edges of a haze image and a non-haze image obtained
by the Canny operator, clearly demonstrating that haze reduces image edges.
Therefore, the edge feature of images can be used as another classification basis.

Dark Channel Feature. He et al. [8] proposed that in a non-haze image
divided into multiple sub-blocks, at least one color channel of some pixels in
each sub-block will have a very low value (nearly zero) in the non-sky region.
This law is called the prior law of dark channel and the channel with the lowest
value in the three color channels is called the dark channel. Conversely, in a haze
area, the intensity of the dark channel is higher because of the influence of haze.



380 Z. Yu et al.

Fig. 3. Dark channel histograms of haze images and non-haze images. (a) Dark chan-
nel histogram of haze images and probability of 0 value is 0.2100 (b) Dark channel
histogram of non-haze images and probability of 0 value is 0.5711

Therefore, this prior law can be used to distinguish whether the image contains
haze or not. To obtain the dark channel of an image, perform according to the
following formula:

Jdark (x) = min
y∈Ω(x)

[

min
c∈{r,g,b}

Jc (y)
]

(3)

Jdark means dark channel value, Ω (x) means a local patch centered at x and
Jc means value of each color channel. After conducting numerous experiments,
a patch size of 15 × 15 is selected. Figure 3 displays the average histograms of
the dark channel for 230 haze images and 270 non-haze images separately. There
is a clear contrast between the dark channel histograms of haze and non-haze
images, it can be seen that haze makes the distribution of the dark channel shift
backward and reduces the proportion of pixels having zero dark channel value.
Therefore, distinguishing between haze and non-haze images can be achieved by
analyzing the dark channel histogram.

2.2 Classification Using SVM

SVM is a frequently used classifier in supervised learning. SVM developments
started from Boser et al. [1] in 1992, this kind of SVM is known as the hard
margin SVM. And in 1995, Cortes and Vapnik [6] improved SVM to the soft
margin SVM in order to reduce the influence of noise and outliers by introducing
slack variables. The soft margin SVM is the most popular and widely used SVM,
which is also used in our classification task, given its strong performance with
high dimensional data and small sample data. SVM algorithm aims to find the
optimal hyperplane, which can not only separate two classes of samples correctly
but also maximize the width of the gap between them. The widest gap is called
optimal margin and the borderline instances are called Support Vectors [4]. For
binary classification tasks, it is supposed that the training set comprises points of
the form (xi, yi), yi ∈ {−1,+1}, for i = 1, 2, . . . ,m, where xi ∈ R

n, n represents
the number of features and m represents the number of points in the training
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set. Then the hyperplane is set to be ωT x+ b = 0. The hard margin SVM solves
the following optimization problem to obtain the parameters ω, b:

minω,b
1
2‖ω‖2

s.t. yi

(
ωT xi + b

) ≥ 1, i = 1, 2, . . . ,m
(4)

Formula 4 represents the prime form of the hard margin SVM which can be
solved using Lagrangian Multipliers. The dual form is as follows, where α is
vector of dual variables αi:

maxα − 1
2

∑m
i=1

∑m
j=1 αiαjyiyjx

T
i xj +

∑m
i=1 αi

s.t.
∑m

i=1 αiyi = 0, αi ≥ 0, i = 1, 2, . . . ,m
(5)

As for the soft margin SVM, to reduce the impact of noise and outliers, slack
variables are introduced as ξi = max[0, 1 − yi(ωT xi + b)]. This modification
changes the prime form to:

minω,b
1
2‖ω‖2 + C

∑m
i=1 ξi

s.t. yi

(
ωT xi + b

) ≥ 1 − ξi, i = 1, 2, . . . ,m
(6)

C is the penalty parameter to control the punishment of outliers, and it is a
hyper-parameter that needs to be set in advance and adjusted during application.
Additionally, the dual form of the problem is obtained:

maxα − 1
2

∑m
i=1

∑m
j=1 αiαjyiyjx

T
i xj +

∑m
i=1 αi

s.t.
∑m

i=1 αiyi = 0, 0 ≤ αi ≤ C, i = 1, 2, . . . ,m
(7)

For non-linear separable data, the soft margin SVM may not perform well, so
kernel functions are utilized. Kernel functions can transform the low-dimensional
space to high-dimensional space where the feature is linearly separable. SVM
with kernel function doesn’t need to calculate the mapping of feature to high
dimensional space; instead, it only needs to calculate the inner product of the
mapping. Therefore, the cost of using SVM with kernel functions is lower than
that of other non-linear classifiers.

To mitigate the impact of noise and outliers, the soft margin SVM is chosen to
be used. Given the small scale of our training set, reducing the dimension of the
feature vector is crucial for improving classification results. Thus, for the color
feature and the dark channel feature, 256-dimensional histograms are simplified
to 16-dimensional histograms. Additionally, since the edge feature histogram
reflects a binary image with only two values, the 0 value of the histogram is
obtained. After that, these features are integrated together as a 65-dimention
final feature which is utilized in SVM.
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Fig. 4. Performance of SVM using different kernel.

3 Experiments

3.1 Dataset and Experimental Settings

The training set comprises 500 endoscopic images, including 230 haze images
and 270 non-haze images, which is obtained from an endoscopic surgery video.
Additionally, a test set of 300 images including 150 haze images and 150 non-
haze images is obtained from another video. The SVM model used is C-SVM in
LIBSVM [3], and the SVM classifier is trained using the feature set and labels
obtained from the training set. The parameters are chosen through 10-fold cross-
validation. Subsequently, the accuracy rate is assessed by inputting the feature
set of the test set into the SVM model and comparing the classification results
with the labels. All experiments are conducted on a PC with a CPU (Intel i7
12700H, 2.30 GHz). The input endoscopic images, which are manually labeled,
have a resolution of 1920 × 1080.

3.2 Classification Results with Different Kernel and Dimension

The classification effect of different kernel functions, including linear function,
polynomial function, radial basis function, and sigmoid function is compared to
select the appropriate kernel function for SVM. The selected kernel function is
the linear function, as it achieves the highest classification accuracy, as shown in
Fig. 4. Next, various dimensions of histograms are contrasted. Figure 5 shows how
changes in histogram dimensions from 8 to 256 affect classification performance.
Dimensions of 8, 16, 32, 64, 128, and 256 are chosen to ensure that all the
modified columns consist of an integral number of columns. The results indicate
that the dimension of the histogram have little impact on classification accuracy
after each histogram’s dimensions are set to 16. Consequently, to achieve higher
accuracy and lower dimension, 16 dimensions is selected for each histogram.
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Fig. 5. Performance of features with different dimensions.

Table 1. Result with Different Fusions of Features

Features Accuracy (%)
Color Edge Dark Channel

� 92.33
� 73.67

� 96.33
� � 93.33
� � 95.33

� � 97.00
� � � 97.67

3.3 Classification Results with Different Weights of Features

Since the final feature is fused with three kinds of features, the importance
of each kind of feature is verified. In Table 1, the classification accuracy with
fusion of different features is given. The results indicate that fusing all three
features result in better performance than using a single or two features. The
weight of each feature is also varied to search for the optimal fusion strategy, and
classification results are compared as shown in Table 2, with the sum of weights
set to 1 and the weights of the three kinds of features changed separately. It is
found when the weights of the color, edge and dark channel features are assigned
to 1/6, 1/2 and 1/3, the highest accuracy 98.67% is achieved on the test set.

4 Discussion

The main challenge of classifying endoscopic haze images is selecting features
that can best distinguish between haze and non-haze images. Therefore, three
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Table 2. Results with Different Weights of Features

Weights of Features
Accuracy (%)

Color Edge Dark Channel

1/3 1/3 1/3 97.67
1/4 1/4 1/2 98.33
1/4 1/2 1/4 97.67
1/2 1/4 1/4 96.67
1/3 1/6 1/2 98.00
1/3 1/2 1/6 97.67
1/2 1/6 1/3 97.00
1/2 1/3 1/6 96.33
1/6 1/3 1/2 98.33
1/6 1/2 1/3 98.67

types of image features are chosen based on the characteristics of endoscopic
haze images. First, the physical knowledge that haze can reduce the saturation
of images and increase the brightness of the images is considered. Hence, the HSI
color model which can represent the saturation and brightness of the image is
chosen as the first kind of feature. The second kind of feature is the edge infor-
mation of images, as haze tends to blur edges. Finally, the dark channel feature
is chosen as the third kind of feature, which is commonly used in dehazing tasks
and can tell the difference between haze and non-haze images well. Experiments
are conducted to verify the effectiveness of these features.

Figure 6 and Fig. 7 show the confusion matrices for different weights. Figure 6
indicates that using a single edge feature results in the worst classification effect,
while a single dark channel feature leads to the best classification effect. Fusing
all three features achieves a better result than using one or two features alone,
demonstrating the importance of all three features. From Fig. 7, it can be inferred
that assigning high weights to the dark channel and edge features and low weights
to the color feature improves the classification effect. This may be owing to the
low dimensionality of the edge feature, necessitating higher weights to avoid
ignoring it. Conversely, the color feature has a high dimensionality, requiring
lower weights. Additionally, because of the good performance of the dark channel
feature in classification, its weight should be high.

To prove feasibility and effectiveness, our method is compared with other
methods. Both traditional ML-based methods and CNN-based methods are
employed for the classification task. In CNN based methods, ResNet50 [9] and
VGG16 [14] are chosen. Owing to the small scale of our training set, the ResNet50
model which is pre-trained on the ImageNet dataset is fine-tuned by changing the
fully connected layer’s parameters. The same was done for VGG16. The results,
shown in Table 3, indicate an accuracy of 97.00% with ResNet50 and 93.67%
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Fig. 6. Confusion matrices of fusions with different features. (a) color feature (b) edge
feature (c) dark channel feature (d) color feature and dark channel feature (e) color
feature and edge feature (f) edge feature and dark channel feature (g) color feature,
edge feature, and dark channel feature

Table 3. Results with different methods

Methods Accuracy (%) Precision (%) Recall (%)

KNN 94.67 90.36 100.0
RF 92.67 87.21 100.0
VGG16 94.67 92.45 98.00
ResNet50 97.00 94.90 99.33
Ours 98.67 98.03 99.33

with VGG16 on the test set, both lower than our SVM method. In addition, our
method outperforms them in precision and recall values. This may be because
our training set is small and the feature extracted is approximately linearly sep-
arable. Other traditional ML-based methods like KNN and Random Forest (RF)
are also used, using the same features as SVM. The results, presented in Table 3,
show that KNN achieves an accuracy of 94.67% and RF achieves an accuracy of
92.67%, both lower than our SVM method. However, these two methods have
higher recall values than SVM. That may be because these two methods pay
more attention to outliers and noise, which result in higher recall and lower
precision. In summary, our SVM method is proved to be effective and feasible.
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Fig. 7. Confusion matrices of features with different weights. The proportion of weights
of color feature, edge feature, and dark channel feature (wc: color feature, we: edge fea-
ture, wd: dark channel feature): (a) wc: we: wd = 1 : 1 : 2 (b) wc: we: wd = 1 : 2 : 1 (c)
wc: we: wd = 2 : 1 : 1 (d) wc: we: wd = 2 : 1 : 3 (e) wc: we: wd = 2 : 3 : 1 (f) wc: we: wd

= 3 : 1 : 2 (g) wc: we: wd = 3 : 2 : 1 (h) wc: we: wd = 1 : 2 : 3 (i) wc: we: wd = 1 : 3 : 2

5 Conclusion

This paper proposes a novel SVM-based approach for effectively distinguishing
between haze and non-haze endoscopic images. Our method selects three kinds of
features (i.e., color, edge, and dark channel) based on the unique characteristics
of endoscopic haze images. These features can be fused with a suitable strategy
to recognize the haze in endoscopic images effectively, achieving superior per-
formance than existing methods. This method can be applied before dehazing
algorithms to improve their efficacy on endoscopic images, potentially improving
surgical accuracy and reducing surgical risks.
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