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A B S T R A C T

This paper investigates a dynamic confrontation problem where a swarm of agents with weak
capabilities confronts multiple targets with strong capabilities. In such hostile situations, the
agents typically strive to survive by cooperating to offend the targets and defend against
potential attacks from the targets. To enhance the capability of such multi-agent systems,
it is necessary to develop an efficient mechanism in which each agent autonomously makes
decisions and cooperatively confronts targets. In this paper, a cooperation and decision-making
framework is proposed for a multi-agent system confrontation, which is comprised of target
allocation, tactical decision-making, and swarm motion control algorithms. First, to address
the exponential growth problem of possible behavioral interactions with increasing numbers
of agents, a hedonic coalition formation game algorithm is designed for the agents forming
disjoint coalitions corresponding to different targets, i.e., the agents cooperating to confront the
targets in the form of coalitions. Then, during the stage of attacking or defending the targets,
each agent interacts with coalition members through information exchange. To implement
effective cooperative behavior and explainable autonomous decision-making, a fuzzy cognitive
map is designed to fuse situational information and obtain decision reference information for
each agent’s tactical decision-making. Moreover, to design effective attack/defense tactics and
strategies for each agent, the tactical pursuit point method is utilized to develop a tactical
pursuit point for each agent based on the decision reference information. Finally, a swarm
motion control algorithm, including decision-oriented and swarm behavior rules, is designed
to drive each agent towards the assigned target. Simulation results show the effectiveness of
the designed framework and algorithms. In the confrontation, each agent adjusts its strategies
according to different situations, occupies advantageous positions, and accomplishes cooperative
attack/defense strategies to reduce casualties.

. Introduction

The multi-agent system (MAS) is a swarm of agents to solve collaborative actions and behaviors between agents to achieve specific
bjectives. Compared to single-agent system, MAS has stronger distribution, collaboration, and robustness [1]. Through cooperation,
he agents in MAS can overcome the limitations of single agent in perception and execution, complete complex tasks such as
ynamic task allocation, collaborative reconnaissance, and confrontation [2–4]. Among these tasks, the confrontation problem,
hich simultaneously involves cooperation and competition tasks (where agents cooperate with teammates and compete with the
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opponents), has received considerable attention in recent years. In this problem, MAS is required to expand the task capabilities and
the overall performance through cooperation, and each agent should be able to make appropriate decisions autonomously based on
current situation.

In nature, large numbers of individuals, such as birds, fishes, or animals, may work together to accomplish tasks that cannot
e completed by an individual or any group of non-cooperative individuals [5]. For example, wolves hunting elk [6]. Inspired by
hese phenomenon, this study investigates an asymmetric confrontation problem where a swarm of agents with weak capability
onfronts multiple targets with strong capability. This problem can originate from assigning low-cost agents to confront high-value
argets [7]. In such a hostile environment, environment faced by the agents is significant uncertainty and dynamic variability. Each
gent typically strives to survive by cooperating to offend or destroy the targets while defending itself against potential attacks.
herefore, the autonomous decision-making of each agent and cooperation between teammates in attacking or defending against
argets is crucial.

Different from one-to-one confrontation, various issues arise in MAS confrontation, such as resource allocation, task management,
nd action coordination. Moreover, the behavioral interactions of agents grow exponentially with the number of agents. How to
ddress the curse of dimensionality caused by behavioral interactions is a challenge in current research on MAS confrontation.

Generally, decisions of agents in confrontation mainly include tactical decisions [8] and maneuver decisions [9]. Currently,
esearch on agents’ decision-making primarily focuses on maneuvering actions during a confrontation or on decision-making in
pecific mission scenarios, such as swarm strike missions [10]. However, there is a lack of research on autonomous decision-making
rom the perspective of tactical and strategic aspects, as well as the diversity and complexity of tasks. For multi-agent systems
perating in complex and dynamic environment, it is challenging to determine effective tactics and strategies based on situational
nformation and implement efficient cooperative behaviors.

In confrontation scenarios, the pursuer-evader game [11] represents a typical situation that can present some features of
symmetric confrontation. Modeling this problem requires identifying the pursuers and the evaders. However, this ignores the
requent role reversals that occur in actual confrontations. Therefore, the methods involved in the pursuer-evader game cannot
e directly used to solve the asymmetric confrontation problem.

The asymmetric confrontation of agents bears a resemblance to some biological predation behaviors, such as the cooperative
unting of prey by wolf packs. In nature, many predators do not gather together in a disorganized manner; instead, they form
mall-scale groups and autonomously make decisions through various interactions. Compared to larger groups, smaller groups are
ore prone to cooperation, and their abilities are fully showcased. In larger groups, individuals interfere with each other, and some

ndividuals cannot contribute to the hunt [12]. In dynamic confrontations, drawing inspiration from the wolf packs grouping to
ursue and attack large prey, the multi-agent system can engage in confrontations in the form of coalitions. This grouping attack
trategy has been proven effective in some literature [12,13].

Moreover, distributed strategies [14] have been proven robust in dynamic scenarios without needing assistance from centralized
odes. In a distributed MAS, each agent operates autonomously and cooperates with others to achieve common objectives. Of course,
his requires complex communication and coordination strategies to ensure that each agent is aware of the surrounding environment
nd the actions of other agents.

Inspired by the above analysis, this paper studies a confrontation problem for MAS, and an asymmetric capability case between
gents and targets is considered. It is obvious that when faced a target with stronger capability, it is difficult for a single agent or
ny group of non-cooperative individuals to accomplish the confrontation task. Although a multi-agent system has an advantage
n numbers, some individuals will be unable to participate in confrontation, or the casualties of agents will increase, due to the
nterference between individuals. Therefore, the main objectives of this article are: (1) developing an effective way to decrease
ehavior interactions by dividing a swarm of agents into small groups, and these groups make decisions through interaction, (2)
esigning an effective tactical decision-making mechanism to enable agents to cooperate with each other and to confront the targets
hile reducing casualties. It can be seen that target allocation, autonomous decision-making, and swarm motion control are the

hree critical issues in MAS confrontation. Therefore, considering the confrontation task in this paper, MAS autonomously forms
ifferent coalitions for target allocation to confront the targets. Then, each agent generates a tactical pursuit point through tactical
ecision-making. Finally, under the behavioral rule-oriented and decision-oriented stimulus, each agent is steered to perform an
ttack or defense purpose under a control protocol.

The main contributions of this article are listed as follows.

1. A cooperation framework is proposed for multi-agent system in the confrontation scenarios, which is comprised of target
allocation, tactical decision-making, and swarm motion control algorithms.

2. Inspired by biological behaviors, a multi-agent coalition formation algorithm is designed for grouping agents against multiple
targets. Unlike the cumulative allocation algorithm in our previous work [15], this paper only considers the targets within
the detection range rather than all targets, which has high efficiency. This algorithm is more suitable for confrontations in
practical, as enemy targets are unknown.

3. A decision fusion mechanism for autonomous decision-making of the agents is developed for implementing effective
cooperative behavior and interpretable autonomous decision-making reasoning. A fuzzy cognitive map (FCM) is constructed
for each agent, with inputs including agent, coalition, and nearest neighbor situation information, while the output value
serves as a reference for tactical decisions.

4. A tactical pursuit point (TPP) mechanism based on situational information is established to develop effective tactics and
strategies. Each agent makes autonomous decisions and adjusts maneuver decisions based on current situation, attempting
2

to obtain a favorable position.
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The rest of this article is organized as follows. In Section 2, we review the related works. In Section 3, a confrontation problem
nvestigated in this article is defined, and the agents’ motion model is formulated. Besides, we introduce the concept of fuzzy
ognitive maps. In Section 4, we propose a framework where a hedonic game algorithm, a TPP-based decision-making algorithm,
nd a swarm motion control algorithm are designed. Illustrative simulation results are presented in Section 5. Finally, Section 6
oncludes this article.

. Related works

As mentioned earlier, the main tasks of MAS confrontation correspond to three loosely coupled subtasks, namely, target
llocation, decision-making, and swarm motion control. Now, we will review the latest relevant studies on these subtasks.

.1. Target allocation

In general, the target allocation methods of coalition formation can be divided into centralized and distributed methods.
entralized methods have been utilized to solve the coalition formation for target allocation, for example, bipartite matching [16],
warm methods [17], and genetic algorithms [18]. They have achieved good performance in solving the problem. However, these
ethods rely on global information, which are suitable for a small number of agents. More importantly, centralized methods are

usceptible to the single point of failure [19]. For large-scale multi-agent systems, it is more likely for each agent to acquire local
nformation rather than global information to make decisions.

In contrast, the distributed methods provide insight to solve the above problem, where each agent can only communicate with the
gents within a certain communication range. Lin et al. [20] proposed a distributed double-clock consensus-based k-means algorithm
DCKA) for the agents to self-organize to choose the most ‘self-interested’ group, and the DCKA presented a better performance than
he centralized k-means algorithm. However, it is hard to design social utility functions. In addition, market-based approaches have
lso been utilized to solve coalition formation problems [21]. However, such methods rely on bidding mechanisms that result in
xtensive communication burdens on agents.

Among the different methods to form coalitions, game-theoretical methods present some superior performances in efficiency,
calability, computational cost, etc. [22]. Especially, the cooperative game associated with coalition formation has attracted
ignificant attention from researchers. In cooperative game theory, the hedonic game [23] provides an analytical and theoretical
nlightenment for researchers to solve the coalition formation problem. A hedonic game (also known as a hedonic coalition formation
ame) refers to a problem where each agent holds a preference order over the coalitions. As a result, several disjoint coalitions will
inally be formed. In [24], a hedonic game was utilized for self-organizing agents suited to wireless networks, i.e., modeling the
ata collection by agents from several arbitrarily located tasks. Jang et al. [25] proposed a hedonic game autonomous decision-
aking framework to divide the agents into several disjoint coalitions towards the tasks. This algorithm achieved a convergence to
ash stability and presented a good performance in asynchronous and dynamical environments. Though game-theoretic approaches
rovide superior performance in MAS, the above methods ignore the overabundance of agents or the requirement of targets in
he target allocation. In [26], the authors developed a game-theoretical decision-making framework to solve the target allocation
roblem with minimum requirement constraints. However, this method will lead to an increase in the total cost of MAS.

.2. Decision-making method in confrontation

The existing decision-making methods for MAS confrontation include the differential game-based method [27], the expert
ystem-based method [28], and the data-driven method [29].

The differential game method can learn how to act without prior knowledge of agents, but this method has many problems
uch as too many state variables, complex differential equations, and challenging to solve the analytical equations, so it is difficult
o be applied to complex multi-agent environments. Expert system method is based on the prior knowledge of human experts in
elated fields to establish its system model. However, it depends on the rules made by a large number of human experts. In the
omplex environment of MAS confrontation, it is difficult and time-consuming to get a complete rule base that can cover the diverse
onfrontation situations.

In recent years, decision-making methods based on multi-agent reinforcement learning (MARL) have drawn a lot of attention.
he agents receive rewards and learn the strategy through their interactions with environment. Compared with other methods like
ifferential game methods and expert system methods, MARL method cares less about system model and is easier to design.

In [29], a hierarchical MARL framework for UAV swarm confrontation is proposed. A simulation environment for UAV swarm
onfrontation is constructed in [30]. In this environment, the performance of the multi-agent soft actor critic method and the
ulti-agent deep deterministic policy gradient method are compared. The weighted mean effect of interactions between agents is

onsidered, and a weighted mean field reinforcement learning method for MAS confrontation is proposed [31]. However, these
ethods mainly focus on increasing the success rate under the condition that the swarm size is fixed and small. For traditional
ARL methods, the strategy trained for a certain number of agents does not have a good performance to be effective for an MAS of
different size. Thus, the strategy has to be retrained as the swarm size changes. Due to the increase in swarm size, the dimensions of

he state space and action space increase, and the solution space becomes larger. As a result, the training time increases exponentially
s the swarm size increases.
3
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As an alternative to the above approaches, a novel virtual tactical pursuit point (TPP) concept was investigated in [32,33]. The
actical pursuit method refers to generating a decision space for pursuit points around the target and then searching for a suitable
ursuit point in this space. These pursuit points can guide agents to gain an advantage by performing corresponding maneuvers,
.e., the tactical objectives of agents are controlled by the generated pursuit points. The TPP method is similar to the maneuver-library
ethod. The difference is that the decision result of the maneuver-library-based method can be served as control stick commands

f an agent, while the output of the TPP method corresponds to the command of the guidance system of an agent. In [8], Xu et al.
roposed a novel tactical pursuit point (TPP)-based autonomous decision-making framework to improve agent decision-making
bilities in confrontation. However, they only considered a scenario of one-to-one confrontation.

.3. Swarm motion control

Self-organization observed in biological systems including fish joining together in schools, ants forming trails in foraging, and
irds flying in formations provides an excellent model for autonomous agents to imitate. Inspired by Reynold’s three rules [34]
i.e., collision avoidance, velocity matching, and flock centering), Olfati-Sabe [35] proposed a distributed flocking algorithm, which
nvestigated swarm behaviors by presenting a sound mathematical model and theoretical framework.

The swarm motion control has attracted remarkable interests in recent years. Beaver [36] proposed an optimal control protocol
o induce flocking for a group of agents while considering energy minimization and safety. The literature [37] focused on
he convergence speed of the flocking algorithm. A distributed fast synchronization (DFS) algorithm combined with switching
ommunication topologies in flocking control was utilized to effectively improve the convergence rate. Sakai et al. [38] proposed
novel flocking algorithm that did not make a distinction between obstacles and neighbor agents. The algorithm regarded all

etected objects as obstacles in a unified way, which maintained the basic properties of the existing flocking method. Jing and
ang [39] proposed a distributed angle-based control strategy for a group of double-integrator agents to achieve flocking behavior
hile maintaining a desired triangulated formation shape. However, the expected distance between the connections in the above
ork is constant, which is not conducive to the flexibility of configuration and tasks. Therefore, it is not conducive to intelligent
gent systems combating multiple dispersed targets.

. Preliminaries

.1. Problem formulation

Let 𝐴 = {𝑎1, 𝑎2,… , 𝑎𝑛} denote a swarm of 𝑛 agents. The set of targets is denoted as 𝑇 = {𝑡1, 𝑡2,… , 𝑡𝑚} ∪ {𝑡𝜙}. 𝑡𝜙 represents the
irtual or void target. Namely, when 𝑡𝜙 is allocated to some agents, the agents keep current actions.

roblem 1. This paper investigates multi-agent system cooperation and decision-making in a confrontation problem. Consider a
ystem consisting of 𝑛 agents and 𝑚 targets; individuals on both sides have the ability to attack and defend. Each agent in MAS
ypically strives to survive in this dynamic conflict by cooperating to offend or attack the targets while defending itself against
otential attacks. Therefore, environment faced by the agents is significant uncertainty and dynamic variability.

Furthermore, an asymmetric confrontation case between the agents and the targets is considered. The term ‘asymmetric’ refers
o the difference in perception ability and kill capability between the agents and the targets. The targets can perceive all agents
n environment, while the agents have a limited perception radius. The targets’ kill capability (𝑝𝑗𝑎𝑡𝑡𝑎𝑐𝑘) is larger than that of the
gents’(𝑝𝑎𝑎𝑡𝑡𝑎𝑐𝑘), i.e., 𝑝𝑡𝑎𝑡𝑡𝑎𝑐𝑘 > 𝑝𝑎𝑎𝑡𝑡𝑎𝑐𝑘. A single agent cannot complete the task of attacking a target alone. Therefore, the agents are
upposed to cooperate to attack by increasing the number of the agents and make up for the shortcomings in their capabilities. The
umber of agents is greater than the number of targets, i.e., 𝑛 > 𝑚.

To further model the MAS confrontation, some assumptions are made as following:

1. Each agent can only attack one target at a time, and each target can only attack one agent at a time.
2. The types of the agents are the same, that is, homogeneous agents. However, their attack strategies are different in

confrontation.
3. The agents have limited perception and communication range. Each agent can only detect targets within perception range

and communicate with neighbor agents.

Assumption 1 is an explanation of the ability of the agents and the targets to perform a single task. For Assumption 2, as this
aper mainly focuses on studying the effectiveness of agent cooperation and decision-making strategies, it is necessary to ensure
he principles of univariate analysis. Assumption 3 illustrates the capability of the agents and the targets, which is the premise of
he condition for confrontation.

The attack area of the agents is denoted by a cone area, as shown in Fig. 1. The attack area consists of attackable distance 𝑅𝑎𝑎
nd attackable angle 𝜃 in front of each agent. When a target is in the attack zone of an agent, the target will be hit by the agent.

In confrontation, the number of possible behavioral interactions increases exponentially with the number of agents in MAS.
oreover, the situation is complex and variable, and the attack/defense strategies are diverse, resulting in a sharp increase in the
4

ifficulty of solving. Therefore, there is a need to develop an efficient approach to address the limitations of existing methods.
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Fig. 1. Attack area.

.2. Agent motion model

The motion model of agents is the foundation of confrontation. The control commands for each agent are executed through
otion models to change the position and velocity, changing the individual’s situation. In confrontation, the decision-making mainly

onsiders the positional relationship and velocity vector between the agents and the targets in space, while body posture has little
mpact. Therefore, the agents are regarded as a particle, the dynamics of each agent are expressed by double integrators:

{

�̇�𝑎𝑖 = 𝑝𝑎𝑖
�̇�𝑎𝑖 = 𝑢𝑎𝑖

, (1)

here 𝑞𝑎𝑖 , 𝑝
𝑎
𝑖 , 𝑢

𝑎
𝑖 ∈ R2 are the position, velocity, and control input of agent 𝑎𝑖. The dynamics of the targets is consistent with the form

f (1).
In this paper, it is assumed that each agent has a survival probability, and the initial value is 1. The survival probability of a

iven agent decreases if the agent is attacked by a target. In case the survival probability decreases below a particular threshold
𝑡ℎ, the agent is destroyed.

.3. Fuzzy cognitive maps

Fuzzy Cognitive Map (FCM) [40] is an effective tool for modeling and simulating dynamic system knowledge representation and
ausal reasoning, which has a strong explanatory ability for the results. Therefore, it is suitable for analyzing the confrontation
ituation and intuitively describing the changes in the situation. Moreover, the result of FCM provides decision support for
ecision-making in confrontation.

The classic FCM model consists of concept nodes, directed edges, and their associated weight matrices. The nodes represent the
ttributes, characteristics, performance, etc., of the system. The directed edges represent the influence relationships between the
odes, and the degree of influence is described by the weight matrix. The FCM simulates complex system behavior through causal
elationships and interactions between concepts. Inference model for FCM is formulated as:

𝐶𝑗 (𝑡 + 1) = 𝑓

( 𝑛𝑐
∑

𝑖=1,𝑖≠𝑗
𝑤𝑖𝑗𝐶𝑖(𝑡) + 𝐶𝑗 (𝑡)

)

, (2)

here 𝐶𝑗 represents the state vector of 𝑗-node, and 𝑤𝑖𝑗 represents the weight value. 𝑓 (⋅) represents the activation function of 𝑗-node,
which has multiple forms of expression, such as sigmoid function. 𝑛𝑐 is the number of nodes in FCM.

As an extended model, ABFCM (agent-based fuzzy cognitive map) [41] maps the nodes of FCM to c-agents (explanation of
c-agent’ can be found in Remark 1). In ABFCM, each node has different inference algorithms, and they can interact with other
odes through message-passing mechanisms to simulate the dynamic behavior of complex systems. Inference model for ABFCM is
ormulated as:

𝐴𝑡𝑖 = 𝐹𝑖(𝐴𝑡−11 ,… , 𝐴𝑡−1𝑗 ,… , 𝐴𝑡−1𝑛𝑐
;𝑤11,…𝑤𝑗𝑖,…𝑤𝑛𝑐𝑛𝑐 ), (3)

ere, 𝐴𝑡𝑖 is the state of 𝑖-node at time 𝑡. 𝐹𝑖 (⋅) is the inference process of 𝐴𝑡𝑖 under given information, rather than the activation
unction in FCM. A mapping between classical FCM and ABFCM is shown as Fig. 2.

emark 1. Unlike an agent representing an entity in MAS (such as an unmanned vehicle), in ABFCM, an ‘agent’ represents a virtual
oncept. Thus, a ‘c-agent’ is used to distinguish it from the agents in MAS.

In a traditional FCM, a sigmoid function is utilized as the state transition function. However, generally, the parameters of the
igmoid are uniform, which dramatically limits the expression and simulation ability of FCM. Instead, an inspiration that ABFCM
rings us is the design of updating functions of the node state. A personalized state update function can be designed for each node
ased on the concept type expressed by the node, according to the studied problem. Therefore, in Section 4.3, based on Problem 1,
e design an ABFCM to handle the comprehensive impact of other information to an agent.
5
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Fig. 2. Mapping between classical FCM and ABFCM.

Fig. 3. The framework for MAS confrontation.

4. A framework for MAS confrontation

4.1. Framework

In this paper, the confrontation task is decoupled into several subtasks, including target allocation, tactical decision-making,
and swarm motion control. To address these subtasks and achieve effective, intelligent, and autonomous task execution, this paper
proposes a framework that is comprised of a target allocation algorithm, a tactical decision-making algorithm, and a swarm motion
control algorithm. The framework is showed in Fig. 3.

Specifically, through target allocation, a swarm of agents is divided into several disjoint coalitions to confront multiple targets.
Then, the agents confront the targets in the form of coalitions, and each coalition specifically confronts an assigned target. During the
confrontation, each agent makes autonomous tactical decisions. Under the guidance of swarm behavior rules and tactical stimulus,
each agent moves to attack or defend the target. It is worth noting that although the decomposition of the confrontation task is
top-down, the behavior of agents in each algorithm is distributed.

The proposed framework and underlying algorithms appear as a feasible solution to the confrontation. The reasons are listed
below:

1. System hierarchy. The framework is based on a hierarchical decomposition of the confrontation problem. This framework
makes sense: (1) It follows logical steps for mission execution. (2) Effectively alleviate the exponential explosion problem
caused by the increase in the number of agents.

2. Distributed decision-making. The uncertain information and dynamic environment require each agent to continuously adjust
its intentions based on its current situation. Autonomous distributed decision-making enables each agent to quickly make
orientation based on current situation and determine the tactical strategy for the next moment.

3. Emergent swarm behaviors. Based on some simple swarm behaviors, such as collision avoidance and attack/defense stimulus,
many task-related functions can be completed, such as attack with tactical strategies. Due to the distributed allocation,
decision-making, and swarm motion control of the system, it has good robustness against single-point faults. It can be extended
to a large number of agents.

Therefore, the proposed framework has a potential to effectively address the problem of employing a swarm of agents in
confrontation. Next, we will design specific algorithms in target allocation, tactical decision-making, and swarm motion control
in confrontation.
6
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4.2. Hedonic coalition formation game for target allocation

In a MAS confrontation, the number of possible behavioral interactions increases exponentially with the number of agents.
herefore, inspired by animal predation behaviors, the agents grouping to attack each target separately in the form of coalitions is
onsidered as an effective scheme to solve this problem. Compared with a large group, it is easier for small groups to cooperate.
owever, it is crucial to decide the number of teammates in each coalition. Most existing methods adopt assigning all agents in
AS to targets, but they ignore the required number of agents to attack targets. A large number of members in the coalition not

nly interfere with each other, but some selfish agents also experience ‘free-riding’ and cannot contribute to the attack.

emark 2. To determine coalition members, two concepts, reward 𝑉 and demand 𝐹 , are introduced. The ‘reward’ refers to a value
hat attracts agents to form a coalition with respect to confront a target. The ‘demand’ refers to the number of agents required to
efeat a target, and it is evident that the stronger the target’s ability is, the greater the demand is. These two concepts are positively
orrelated, which means the greater the demand to confront a target is, the greater the reward the corresponding coalition will
cquire. This paper assumes that an agent can acquire the demand of a target when the agent perceives the target. The demand can
e identified by the model or size of the target.

Here, a hedonic game algorithm is designed to form coalitions for target allocation. A marginal preference mechanism is used
o determine the number of coalition members, according to the demand of targets.

Hedonic games are a subclass of cooperative games which concentrate on the competition between a swarm of agents. In a
edonic game, the agents form coalitions in accordance with an enforceable agreement and then choose their interested coalition to
oin in. The term ‘hedonic’ pertains that the utility of an agent only dependent on the members of the coalition to which the agent
elongs. Therefore, the hedonic game provides a solution to form coalitions for target allocation.

A coalition 𝑆𝑗 ∈ 𝐴 is a target-specific subset of agents executing to attack/defend target 𝑡𝑗 . 𝑆𝜙 is an empty coalition, which is
he set of agents who choose target 𝑡𝜙. Hereinafter, this paper interchangeably uses 𝑆0 to indicate 𝑆𝜙.

Let 𝐶𝑆 = {𝑆0, 𝑆1, 𝑆2,… , 𝑆𝑚} denote a set of disjoint coalitions and each coalition is matched with a target. For ∀𝑆𝑢, 𝑆𝑣 ∈ 𝐶𝑆,
𝑆𝑢 ∩ 𝑆𝑣 = 𝜙 and ∪𝑚𝑢=0𝑆𝑢 = 𝐴. As 𝐶𝑆 partitions the set 𝐴, 𝐶𝑆 is called coalition structure or coalition partition.

A target-coalition pair (𝑡𝑗 , 𝑆𝑗 ) is defined as ‘‘to attack/defend target 𝑡𝑗 with coalition 𝑆𝑗 ’’, i.e., each coalition is assigned a
particular target and is responsible for its execution.

A preference relation of agent 𝑎𝑖 is represented by the symbol ≺𝑖 or ∼𝑖. For example, for two coalitions 𝑆1 and 𝑆2, 𝑆2≺𝑖𝑆1 denotes
that 𝑎𝑖 has a strong preference on 𝑆1 than 𝑆2 while 𝑆1∼𝑖𝑆2 denotes 𝑎𝑖 has the same preference on 𝑆1 and 𝑆2. Likewise, ≺𝑖 indicates
the weak preference of agent 𝑎𝑖. The utility 𝑢𝑖 is a quantitative description of preference relationships (as (4)), which indicate overall
how well an agent fits with a coalition in terms of reward and cost.

𝑢𝑖(𝑆1) ⩽ 𝑢𝑖(𝑆2) ⇔ 𝑆1≺𝑖𝑆2. (4)

It is worth noting that preference relation is a core concept that affects the final formation process of the coalition.
The objective of coalition formation for target allocation is to determine a stable partition that all the agents agree with. In this

aper, we seek for a Nash stable partition, which is defined as follows.

efinition 1. A coalition structure is Nash stable if no agent can benefit from moving from its coalition 𝑆𝑢 to another (possibly
mpty) coalition 𝑆𝑣. It can be formulated as:

∀𝑎𝑖 ∈ 𝐴,∀𝑆𝑣 ∈ {𝐶𝑆∖𝑆𝑢}, {𝑆𝑣 ∪ {𝑎𝑖}}≺𝑖𝑆𝑢, (5)

where ‘ ∖’ represents the difference operation between two sets. Nash stable is beneficial to reduce communication burden among
agents while yielding a social agreement among these agents even without having any negotiation [42]. Therefore, it is important
to find a coalition partition with Nash stability.

In [6], MacDulty proposed that the relationship between hunting success and group size is non-linear when wolf packs hunt
lk. When the group size is small, the hunting success increases with the increase of group size. However, hunting success tends to
tabilize when the group reaches a specific size.

Inspired by the above phenomenon, we propose a mechanism of marginal preference to describe the reward of an agent joining
n a coalition. For agents forming a coalition, the global reward of the coalition increases with the number of agents. When the
oalition size peaks at a threshold, the global reward levels off. Once the size exceeds threshold, the global utility will be decreased.

The reward of a coalition is related to its number of participants in coalition. Suppose destroying a target 𝑡𝑗 , the maximal reward
s 𝑉 max

𝑗 . Hence, while the agents form coalition for 𝑡𝑗 , the reward function of 𝑆𝑗 is designed as:

𝑉𝑆𝑗
(

𝑡𝑗 , |𝑆𝑗 |
)

=
𝑉 max
𝑗 ⋅ |𝑆𝑗 |

𝐹𝑗
⋅ 𝑒−|𝑆𝑘|∕𝐹𝑗+1, |𝑆𝑗 | ∈ 𝑁+, (6)

where |𝑆𝑗 | is the number of participants in 𝑆𝑗 . |⋅| represents the cardinality of a set throughout this paper, i.e., the number of
elements in the set. 𝐹𝑗 represents the demand to defeat target 𝑡𝑗 and 𝐹𝑗 > 0.

The marginal reward is defined to describe the additional reward generated by agent 𝑎𝑖 joining a coalition, which formulated
as:
7

𝑉𝑖(𝑆𝑗 ) = 𝑉𝑆 (𝑆𝑗 ) − 𝑉𝑆 (𝑆𝑗∖{𝑎𝑖}). (7)
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From (6) and (7), it can be seen that if the number of coalition members exceeds the demand of 𝑡𝑗 , the reward for 𝑎𝑖 will be
non-positive.

Therefore, the utility of 𝑎𝑖 is defined as the marginal reward minus the individual’s cost required to the given target 𝑡𝑗 . Thus,
the utility function is formulated as:

𝑢𝑖(𝑡𝑗 , |𝑆𝑗 |) =

⎧

⎪

⎨

⎪

⎩

𝑉𝑆
(

𝑡𝑗 , |𝑆𝑗 |
)

− 𝑉𝑆
(

𝑡𝑗 , |𝑆′
𝑗 |
)

− 𝑘𝑐 ⋅ 𝑐𝑜𝑠𝑡𝑖(𝑡𝑗 ), 𝑖𝑓 𝑢𝑖 > 0

0, 𝑒𝑙𝑠𝑒
, (8)

where 𝑆′
𝑗 = 𝑆𝑗∖{𝑎𝑖}, 𝑘𝑐 is a constant. 𝑐𝑜𝑠𝑡𝑖(𝑡𝑗 ) is the cost that agent 𝑎𝑖 needs to pay for confronting 𝑡𝑗 . We simply set the cost as a

function of the distance from agent 𝑎𝑖 to target 𝑡𝑗 .
Notably, it is crucial for the utility to be non-negative in order to achieve a Nash-stable outcome [43]. Thus, 𝑢𝑖(𝑡𝑗 , |𝑆𝑗 |) = 0,

𝑖𝑓 𝑢𝑖 < 0. In this paper, 𝑢𝑎𝑖 (𝑡𝜙) = 𝛼 (𝛼 is a small positive number) is defined, which is beneficial to the convergence of the proposed
algorithm. The reason is that if an agent is assigned to target 𝑡𝑗 whose demand is already satisfied, the agent’s utility will be zero.
Because the utility that the agent chooses 𝑡𝜙 is bigger than 𝑡𝑗 , thus, the agents will choose 𝑡𝜙 autonomously.

As mentioned above, the preference relation of agents affects the final formation of coalitions. Therefore, according to the utility
function designed in (8), a preference relation is designed as follows:

Definition 2 (Preference relation). Agents always prefer to join a coalition that makes their utility greater, i.e.,

𝑆1≺𝑖𝑆2 ⇔ 𝑢(𝑡1, |𝑆1|) ⩽ 𝑢(𝑡2, |𝑆2|). (9)

Theorem 1. For a system consisting of the agents 𝐴 and targets 𝑇 , if the agents’ utility is designed as (6)–(8) and each agent holds a
preference relation defined by Definition 2, there always exists a Nash stable for the system.

Proof. In this paper, the utility function is designed such that it tracks changes in its marginal improvement when one or more
agents change their coalitions, which is a form of a potential function. Therefore, the Theorem 1 also can be corroborated by the
conclusion proposed by [44], i.e., any such finite game would converge to a Nash-stable solution. ■

Through the proposed hedonic game coalition formation method above, forming coalitions for target allocation can be achieved,
and the number of members in the coalitions can be determined based on the demands of the targets.

After designing the preference rule for agents and proving that a Nash stable coalition structure exists, a distributed algorithm
is utilized for agents autonomously forming coalitions, where each agent makes decisions on its local information and shares
information with its neighbor agents. The pseudocode of the algorithm can be traced back to Ref. [15].

4.3. Generating tactic pursuit points for tactical decision-making

Once multiple agents form coalitions corresponding to the targets, the next goal is to achieve an effective attack or defense
against the targets for each agent. It is crucial to develop effective tactics and strategies. Essentially, confrontation for agents is to
find the optimal position and obtain a favorable situation. Therefore, it is crucial to find effective strategic pursuit points based on
situational awareness and evaluation.

In [8], a tactical pursuit point (TPP)-based autonomous decision-making framework is proposed for an agent to confront a target.
The method enriches the tactical pursuit space of the agent, allowing for the emergence of tactical pursuit such as lead and lag,
inside and outside pursuit. This paper builds on the work investigated in [8] and expands it to a cooperation strategy of multiple
agents. We solve the problem of cooperation among multiple agents as a coalition to attack a common target. In addition to the
agent’s own information, the situation information of the coalition and nearest neighbors also be considered. An ABFCM is designed
to integrate these information in order to generate an effective tactical pursuit point. Next, we will introduce how to generate a
tactical pursuit point for each agent.

The tactical pursuit point method refers to generating a decision space for pursuit points around the target and then searching
for a pursuit point in this space. This pursuit point can guide agents to gain an advantage by performing corresponding maneuvers,
i.e., the tactical objectives of the agent are controlled by the generated pursuit points.

The diagram of generating a tactical pursuit point is shown in Fig. 4. A tactical pursuit point is linearly combined with the
tactical pursuit basis (TPB) and the decision variables. The TPB is calculated by the state information of the target and agent. The
decision variables are determined by an integrated situation information of the agent.

In order to attack/defense against a target, an agent should autonomously make decisions based on its situation awareness and
cooperate with others. Therefore, situation assessment is the premise and basis for the agent to make autonomous decision-making.
Unlike only calculating a comprehensive situational assessment value [45], the current situational type of the agent is also considered
in this paper.

An agent’s situation is divided into four types, namely, Type = 1, 2, 3, 4, which are represented as: advantage, disadvantage,
8

mutual safe, and mutual disadvantage, respectively [46]. An example of situation types is shown in Fig. 5(a).
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Fig. 4. Diagram of generating a tactical pursuit point.

Fig. 5. Situation types and geometric relationship.

The confrontation situation mainly depends on the angle and distance between the agent and the target. The type of confrontation
situation is mainly determined by the state variable 𝑆𝑡𝑎𝑡𝑒 = [𝛼, 𝛽,𝐷], where 𝛼, 𝛽 𝐷 are presented as Fig. 5(b). 𝛼 represents the angle-
ff, which is the angle between 𝑝𝑎𝑖 and line-of-sight (LOS). Besides, 𝛽 represents the aspect angle, which is the angle between 𝑝𝑡𝑗 and
OS. 𝐷 represent the distance between agent 𝑎𝑖 and target 𝑡𝑗 .

The situation probability model of 𝑎𝑖 at time 𝑘 can be expressed as:

𝑃𝑖
(

Type𝑘 = 𝑗 |
|

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘
)

, 𝑗 ∈ 𝛺 = {1, 2, 3, 4}, (10)

here it is obvious that ∑𝛺
𝑗 𝑃𝑖

(

Type𝑘 = 𝑗 |
|

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘
)

= 1.
According to Bayes’ theorem, (10) can be denoted as:

𝑃𝑖(Type𝑘 = 𝑗 |
|

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘) =
𝑃𝑖

(

Type𝑘 = 𝑗
)

𝑃𝑖
(

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘 ||Type𝑘 = 𝑗
)

∑𝛺
𝑙 𝑃𝑖

(

Type𝑘 = 𝑙 |
|

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘
)

𝑃𝑖
(

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘 ||Type𝑘 = 𝑙
)
. (11)

Since confrontation is a dynamic process, the result of the situation type assessment is only related to the current state. Therefore,
the prior probability is independent of each other, namely 𝑃𝑖

(

Type𝑘 = 𝑗
)

= 0.25.
Thus, (11) can be simplified as:

𝑃𝑖
(

Type𝑘 = 𝑗 |
|

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘
)

=
𝑃𝑖

(

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘 ||Type𝑘 = 𝑗
)

∑𝛺
𝑙 𝑃𝑖

(

𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘 ||Type𝑘 = 𝑙
)
. (12)

Situation assessment elements 𝛼, 𝛽, and 𝐷 are assumed to be independent with a particular situation outcome Type = 𝑗. Thus,
he conditional joint probability density function can be calculated by:

𝑃𝑖(𝑆𝑡𝑎𝑡𝑒 = 𝑆𝑡𝑎𝑡𝑒𝑘 ||Type𝑘 = 𝑗) = 𝑃𝑖
(

𝛼𝑘 ||Type𝑘 = 𝑗
)

⋅ 𝑃𝑖
(

𝛽𝑘 ||Type𝑘 = 𝑗
)

⋅ 𝑃𝑖
(

𝐷𝑘
|

|

Type𝑘 = 𝑗
)

. (13)

Therefore, by designing the conditional likelihood function of each state, the situation value and type of 𝑎𝑖 at the 𝑘-moment can
e calculated or identified by (12).

As shown in the rectangular shadow in Fig. 5(b), the tactical pursuit space is formed by the combination of lead–lag tactical
ursuit basis (𝑞𝑗𝐿𝐿), the inside-outside tactical pursuit basis (𝑞𝑗𝐼𝑂). Therefore, the tactical pursuit space can be denoted as follows:

𝑆 =
{

(𝑥, 𝑦) ∶ 𝑞𝑡 + 𝜆 𝑞𝑗 + 𝜆 𝑞𝑗
}

, (14)
9
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Fig. 6. An ABFCM for fusing information.

here 𝑞𝑡𝑗 is the position of target 𝑡𝑗 .
In addition, 𝜆𝑖 ∈ [−1, 1] is the decision variable corresponding to the 𝑖th TPB in the maneuvering plane, where a positive 𝜆𝑖

represents lead or outside pursuit and a negative 𝜆𝑖 represents lag or inside pursuit.
Specifically, 𝑞𝑗𝐿𝐿 defines a pursuit point in the positive direction of the target’s velocity vector, as follows:

𝑞𝑗𝐿𝐿 = 𝑚𝐿𝐿 ⋅ 𝑖𝑥′ , (15)

where 𝑖𝑥′ is a unit vector on the 𝑥-axis of body coordinate system of the target and is given by:

𝑖𝑥′ =
𝑝𝑡𝑗
|𝑝𝑡𝑗 |

, (16)

𝑚𝐿𝐿 is the magnitude of 𝑞𝑗𝐿𝐿 and consists of two terms:

𝑚𝐿𝐿 = 𝑘𝐿𝐿 ⋅ 𝑅𝑡𝑎, (17)

where 𝑘𝐿𝐿 is a constant, 𝑅𝑡𝑎 is the attack radius of a target.
Similarly, 𝑞𝑗𝐼𝑂 defines a pursuit point on the 𝑦-axis in body coordinate system of the target. Its amplitude is determined by the

attack radius of target too and can be derived as follows.

𝑞𝑗𝐼𝑂 = 𝑚𝐼𝑂 ⋅ 𝑖𝑦′ , (18)

where 𝑖𝑦′ is a unit vector on the 𝑦-axis of body coordinate system of the target and 𝑚𝐼𝑂 = 𝑘𝐼𝑂 ⋅ 𝑅𝑡𝑎, where 𝑘𝐼𝑂 is a constant.
Finally, the tactical pursuit point 𝑞∗𝑖 can be expressed as combinations of 𝑞𝑗𝐿𝐿 and 𝑞𝑗𝐼𝑂 in the form:

𝑞∗𝑖 = 𝑞𝑡𝑗 + 𝜆1𝑞
𝑗
𝐿𝐿 + 𝜆2𝑞

𝑗
𝐼𝑂 . (19)

Therefore, various types of tactical purposes can be obtained by adjusting 𝜆1 and 𝜆2. Meanwhile, a continuous decision-making
space with multiple tactical objectives can be specified for autonomous decision-making. The decision variables are reduced to
several normalized weight coefficients, greatly reducing autonomous decision-making’s complexity.

Based on the above analysis, an agent’s tactical intention is described through the linear combination of tactical pursuit basis.
Thus, the autonomous decision-making problem becomes equivalent to finding the optimal decision-making vector 𝜆. Next, we
design a mechanism to calculate the decision-making vector based on the current situation of an agent.

The core issue of autonomous decision-making for 𝑎𝑖 is to study how to use a fusion mechanism to integrate multiple decision
information into its viewpoints. The research paradigm can be expressed as follows:

𝐹 (𝑜1, 𝑜2,… 𝑜𝑚𝑜 ) = 𝑜𝑖, (20)

where 𝑜𝑏 (𝑏 ∈ {1, 2,… , 𝑚𝑜}) represents the input information of agent 𝑎𝑖. 𝐹 (⋅) is the fusion function, which is the fusion
decision-making mechanism of 𝑎𝑖.

As introduced in Section 3.3, we use an ABFCM to model the fusion process of (20). Fig. 6 shows the ABFCM for agent decision
information fusion. The input nodes 1, 2, and 3 represent the coalition’s situation information c-agent, the nearest neighbor’s
situation information c-agent, and the agent’s own situation information c-agent, respectively. The output node is the fusion value
c-agent. The weight is set by expert knowledge.

Remark 3. The situation information of a coalition is calculated by the situation between the geometric center of the coalition and
the target. The method to calculate coalition situation information is the same as the previous situation assessment method.

Next, the value of output node serves as a decision reference information to calculate decision variable 𝜆. 𝜆 is determined by
two terms, i.e., its symbol and value. Specifically, its symbol influences whether the tactical pursuit point is on the left or right of
the target, and in front or behind. And its value regulates the distance between the pursuit point and the target.

The value function is designed as:

𝜆𝑣𝑎𝑙𝑢𝑒1 =

{

𝑒−𝑘⋅𝑉𝑜𝑛 ,Type = 1, 3
−𝑘⋅𝑉

, (21)
10
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𝜆𝑣𝑎𝑙𝑢𝑒2 =

{

𝑒−𝑘⋅𝑉𝑜𝑛 ,Type = 1, 3

1 − 𝑒−𝑘⋅𝑉𝑜𝑛 ,Type = 2, 4
, (22)

where 𝑉𝑜𝑛 is the value of output node in ABFCM. 𝑘 is a constant.
The symbol function is designed as:

𝜆𝑠𝑦𝑚𝑏𝑜𝑙1 =

{

+1,Type = 1, 3

−1,Type = 2, 4
, (23)

𝜆𝑠𝑦𝑚𝑏𝑜𝑙2 = 𝑠𝑖𝑔𝑛(𝑦′𝑎𝑖 ), (24)

where 𝑞′𝑎𝑖 (𝑥
′
𝑎𝑖
, 𝑦′𝑎𝑖 ) is the coordinate of 𝑎𝑖 in the body coordinate system of the target.

Finally, based on (21)–(24), the decision-making vector 𝜆 is determined by the two terms:
{

𝜆1 = 𝜆𝑠𝑦𝑚𝑏𝑜𝑙1 ⋅ 𝜆𝑣𝑎𝑙𝑢𝑒1

𝜆2 = 𝜆𝑠𝑦𝑚𝑏𝑜𝑙2 ⋅ 𝜆𝑣𝑎𝑙𝑢𝑒2

. (25)

Therefore, based on (15), (18), and (25), the tactical pursuit point 𝑞∗𝑖 can be obtained through (19).

4.4. Swarm motion control

Based on the target allocation and tactical decision-making results, each agent selects the corresponding behavioral rules and
accordingly updates its state. The behavioral rules are underpinned by an efficient swarm motion control mechanism, which would
steer each agent to attack or defend a target in a self-organized manner. Therefore, a behavioral rule-oriented and decision-oriented
swarm motion control protocol is designed, leading to emergent tactical behaviors relevant to the confrontation.

The behavioral rules for generating swarming behaviors are cohesion, separation, and alignment [35]. On the basis of behavioral
rules and the tactical attack purpose, a control protocol acting on an individual 𝑎𝑖 is formulated as follows:

𝑢𝑖 = 𝑓 𝑑𝑖 + 𝑓 𝑣𝑖 + 𝑓 𝑠𝑖 . (26)

(1) 𝑓 𝑑𝑖 is a gradient-based term, which is utilized to regulate the positions between agents, i.e., cohesion and separation. For
AS, an agent is supposed to stay away from the nearby agents within a safe distance. When MAS tends to cause fragmentation,

he agent keeps close to others. Here, 𝑓 𝑑𝑖 is formulated by using a virtual potential field:

𝑓 𝑑𝑖 = −∇𝑞𝑖𝑉𝑖(𝑞
𝑎), (27)

where 𝑉𝑖(𝑞) is a collective potential function based on the relative distance between agent 𝑎𝑖 and its neighbors in 𝑁𝑖. It can be
defined using the potential function as:

𝑉𝑖(𝑞𝑎) =
∑

𝑗∈𝑁𝑖

𝜓𝑖
(

‖

‖

‖

𝑞𝑎𝑗 − 𝑞
𝑎
𝑖
‖

‖

‖𝜎

)

. (28)

The set of neighbors agents 𝑁𝑖 of agent 𝑎𝑖 is defined as:

𝑁𝑖 =
{

𝑗| ‖‖
‖

𝑞𝑎𝑖 − 𝑞
𝑎
𝑗
‖

‖

‖

⩽ 𝑅𝑐
}

, (29)

here 𝑞𝑎𝑖 , 𝑞
𝑎
𝑗 is the positions of agent 𝑎𝑖, 𝑎𝑗 , respectively. 𝑅𝑐 is the communication radius.

The ‖⋅‖𝜎 represents a map 𝑅𝑛 → 𝑅+, which is defined as:

‖𝑧‖𝜎 = 1
𝜀

[√

1 + 𝜀‖𝑧‖2 − 1
]

, (30)

where 𝜀 ∈ (0, 1). The map ‖𝑧‖𝜎 is differentiable everywhere, while ‖𝑧‖ is not differentiable at 𝑧 = 0. This property of 𝜎-norm is used
for the construction of smooth collective potential functions for individuals.

As the potential function is designed, the following conditions are considered:
(1) 𝜓𝑖(𝑞) is continuously differentiable for 𝑞 ∈

(

0, 𝑅𝑐
)

.
(2) 𝜓𝑖(𝑞) is monotonically decreasing for 𝑞 ∈ (0, 𝜎1], and increasing for 𝑞 ∈ (𝜎2, 𝑅𝑐 ].
(3) 𝜓𝑖 (0) = 𝜓max and 𝜓𝑖

(

𝑅𝑐
)

= 𝜓max.
Therefore, the pairwise attractive and repulsive potential 𝜓𝑖 (𝑧) is defined as:

𝜓𝑖 (𝑧) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝜏2

𝑧+ 𝜏2
𝑄

− 𝑧, 𝑧 ∈ (0, 𝜎1)

0, 𝑧 ∈ [𝜎1, 𝜎2]

(𝑧−𝜎2)2

𝑅𝑐−𝑧+
(𝑅𝑐−𝜎2)2

𝑄

, 𝑧 ∈ (𝜎2, 𝑅𝑐 )

, (31)

here 𝜏 and 𝑄 are fixed parameters. [𝜎1, 𝜎2] represent balance distances, satisfy 0 < 𝜎1 < 𝜎2 < 𝑅𝑐 . The reason for introducing
alance distance is that if the expected distance between connecting agents is set to be constant, the energy gradient and control
11
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Fig. 7. Visualized target allocation results. Each star and its size represent each target’s position and its reward (or demand), respectively. The circles indicate
the positions of agents. The color of each circle implies that the corresponding agent is assigned to the same colored target. The grey circles represent agents
joining an empty coalition. The demands of the three targets are 𝐹1 = 5, 𝐹2 = 3, and 𝐹3 = 6, respectively.

term are both zero at this distance. The configuration of MAS is almost determined in this case, However, this expected distance is
not conducive to the flexibility of configuration and performing tasks in confrontation. Therefore, the balance distance is used to
replace the expected distance.

(2) 𝑓 𝑣𝑖 is responsible for the individual attempts to match velocity with its teammates, i.e., alignment, which is defined as:

𝑓 𝑣𝑖 = 𝑘𝑣
∑

𝑗∈𝑁𝑖

(𝑝𝑎𝑗 − 𝑝
𝑎
𝑖 ). (32)

(3) 𝑓 𝑠𝑖 is responsible for moving towards tactical pursuit point (i.e., attack/defense stimulus). Based on the tactical pursuit point
n (19), 𝑓 𝑠𝑖 is defined as:

𝑓 𝑠𝑖 = 𝑘𝑠1 (𝑞
∗
𝑖 − 𝑞

𝑎
𝑖 ) + 𝑘𝑠2 (𝑝

𝑡
𝑗 − 𝑝

𝑎
𝑖 ). (33)

Therefore, using (27), (32), and (33), the control protocol given in (26) can be rewritten as:

𝑢𝑖 = −
∑

𝑗∈𝑁𝑖

∇𝑞𝑖𝜓
(

‖

‖

‖

𝑞𝑎𝑗 − 𝑞
𝑎
𝑖
‖

‖

‖𝜎

)

+ 𝑘𝑣
∑

𝑗∈𝑁𝑖

(𝑝𝑎𝑗 − 𝑝
𝑎
𝑖 ) + 𝑘𝑠1 (𝑞

∗
𝑖 − 𝑞

𝑎
𝑖 ) + 𝑘𝑠2 (𝑝

𝑡
𝑗 − 𝑝

𝑎
𝑖 ). (34)

5. Simulation results

The simulation platform is MATLAB/SIMULINK R2019b. The simulation step size is 0.5s. Each step consists of three stages: target
allocation, tactical decision-making, and swarm motion control.

In simulation, the circles and the stars indicate the agents and the targets, respectively. The size of the stars indicates the reward
of the corresponding targets. For convenience, different colors of targets are used to distinguish different coalitions. The agents with
the same color belong to the same coalition and attack/defend the same colored target. The grey circles represent the agents in
empty coalition.

To evaluate the performance of the proposed framework and methods in confrontation, several simulations are conducted.

5.1. Target allocation result

In Section 4.2, we propose a target allocation method based on a hedonic game for forming coalitions to confront targets.
Therefore, in this section, the effectiveness of the target allocation method will be validated.
12
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t

Fig. 8. Visualized re-allocation results after some agents are damaged. The red hollow circles indicate damaged agents.

In order to ensure the principle of univariate (or single task), in this section, the scenario is assumed to be that the targets and
he agents do not hit each other. The targets only approach the agents, and the agents approach and follow the targets after sensing
hem. In the simulation, the number of agents is 20, and the number of targets is 3. The demands of the three targets are 𝐹1 = 5,
𝐹2 = 3, and 𝐹3 = 6, respectively. The maximal reward is denoted as 𝑉 𝑗

max = 1000⋅𝐹𝑗 . the perception radius of the agent is 𝑅𝑠 = 50, and
it is randomly generated within an area 20×120 whose center is [20,75]. The target has prior knowledge of all agents’ information
and moves towards the agents with the largest situation superiority. The process of coalition is shown in Fig. 7. Because the agents
are homogeneous, they are of the same size. The sizes of stars (targets) indicate different demands. Accordingly, the larger size the
stars is, the greater the reward is. Thus, more agents will join the coalition. When the coalitions are formed, the agents with the
same color belong to a same coalition and approach the same colored target.

Fig. 7(a) shows the initial state of agents and targets, then the targets moving towards the agents. As the target is outside
the perception range of the agents, the agents maintain their current states. At step 53 (Fig. 7(b)), 𝑎7 perceives 𝑡1 and forms
coalition 𝑆1 with other agents through information transmission, and 𝑆1 = {𝑎7, 𝑎9, 𝑎10, 𝑎16, 𝑎20}. In step 192 (Fig. 7(c)), 𝑎14
perceives 𝑡3. 𝑎14 forms coalition 𝑆3 with other agents, and 𝑆3 = {𝑎4, 𝑎8, 𝑎11, 𝑎14, 𝑎17, 𝑎20}. Notably, at this time, the members in
𝑆1 change, 𝑆1 = {𝑎1, 𝑎2, 𝑎9, 𝑎16, 𝑎19}. At step 255 (Fig. 7(d)), 𝑎20 perceives 𝑡2 and forms coalition 𝑆2 with other agents. At this
time, 𝑆1 = {𝑎1, 𝑎2, 𝑎9, 𝑎13, 𝑎16}, 𝑆2 = {𝑎7, 𝑎15, 𝑎20}, and 𝑆3 = {𝑎4, 𝑎5, 𝑎7, 𝑎8, 𝑎18, 𝑎14}. Because the number of agents is redundant, the
remaining agents join coalition 𝑆0. At step 379 (Fig. 7(e)), it can be seen that members of each coalition are surrounding the targets.

It is worth noting that the members of coalition 𝑆1 in Figs. 7(b)–7(e) may be different. The same case is in other coalitions. From
(6) and (8), it can be seen that if the reward of a coalition changes (i.e., different targets) or the distance between an agent and a
target changes, the utility of the agent also changes. Therefore, the coalition will change under the preference of (4). It indicates that
agents can improve task execution efficiency by optimizing their utility. The results in Fig. 7 demonstrate that the target allocation
method is effective as the number of targets increases.

Next, we will verify the effectiveness of the method when the agents in coalitions are damaged.
For the three coalitions in Fig. 7(e), it randomly specifies that one agent in each coalition is damaged, such as 𝑎7, 𝑎9, and 𝑎11. The

following allocation results are shown in Fig. 8. In 8(a), the three damaged agents are represented by hollow circles. In 8(b), 𝑎16,
𝑎10, and 𝑎6 join in coalition 𝑆1, 𝑆2, and 𝑆3, respectively. Afterward, these three agents began to approach their respective targets.
At step 501 (Fig. 8(c)), as 𝑡1 and 𝑡3 are close, the members of coalitions 𝑆1 and 𝑆3 have changed. Agent 𝑎1 deviates from 𝑆1 to join
𝑆3, while agent 𝑎6 deviates from 𝑆3 to 𝑆1.

Besides, to evaluate the scalability of the proposed hedonic game method, we conduct Monte Carlo simulations with 100 runs
for different scenarios involving different numbers of agents and targets. Fig. 9 shows the decision time of an agent in coalition
formation, and the statistical results are represented by box-and-whisker plots. In Fig. 9(a), the number of targets is a fixed with
𝑚 = 10 and the number of agents is various with 𝑛 ∈ {40, 60, 80, 100} . In Fig. 9(b), the number of agents is a fixed with 𝑛 = 100
and the number of targets is various with 𝑚 ∈ {5, 10, 15, 20} .

In the two results, the decision time of an agent increases as the number of agents or targets increases. In Fig. 9(a), as the
number of agents increases, they may have more conflicts while selecting the coalitions. Thus, an agent may spend more time
resolving conflict. In Fig. 9(b), as the number of targets increases, the number of potential coalitions that the agent can join increases,
resulting in an increase in decision time.

Finally, method comparisons are conducted to validate the proposed hedonic coalition formation game method.
In [25], an anonymous hedonic coalition formation game method (represented as AHTA) is proposed, where the number of

coalition members mainly depends on the reward of the targets. That is, the larger the reward is, the more coalition members there
are. However, the shortcoming of AHTA method is that some targets may not be assigned to the agents. Fig. 10 shows a target
allocation result between the proposed method (represented as HGTA) and AHTA method. In this simulation, the number of agents
is 20, and the number of targets is 4. The demand of each target is 𝐹1 = 6, 𝐹2 = 5, 𝐹3 = 7, and 𝐹4 = 2. In both methods, the
maximum reward for each target is the same, calculated by 𝑉 𝑗

max = 1000 ⋅ 𝐹𝑗 .
As shown in Fig. 10(a), due to the significant difference in rewards between target 𝑡4 and other targets, no agents form coalition
13
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𝐹

Fig. 9. Decision time of an agent in scenarios involving different numbers of agents and targets.

Fig. 10. Visualization results of method comparison.

problem. As shown in Fig. 10(b), each target has been assigned to corresponding agents, and the number of agents meets the demand
of each target. Moreover, in the proposed method, the agents choose the coalition first based on distance, while the distribution of
agents is filled with randomness in AHTA method. Therefore, the proposed HGTA method is more reasonable.

Meanwhile, we conduct another method comparison between the proposed HGTA method with the method proposed in [26]
(represented as APTA). [26] investigates the same target allocation problem as our manuscript, where the minimum requirement
constraint of each target is considered, and develops a game-theoretical decision-making framework to solve the problem. In this
simulation, the number of targets is fixed with 𝑚 = 10, and the number of agents is various with 𝑛 ∈ {40, 60, 80, 100} . The demand
for each target is the same, setting as 3. It is worth noting that in each scenario, the initial settings in the HGTA method and APTA
method are identical. In each scenario, we conduct Monte Carlo simulations with 100 runs. Fig. 11 shows a comparative analysis
of the total cost between the HGTA method and the APTA method. The total cost refers to the sum of distances among agents of
all coalitions (except empty coalition) to their corresponding targets. A low total cost means fewer resources will be consumed to
confront targets, which is beneficial to confrontation.

It can be observed from Fig. 11 that the total cost decreases with the increase of agents in both two methods. The reason is that
as the number of agents increases, an agent closer to the target will prioritize joining the coalition, resulting in a decrease in total
costs. However, in each scenario, the proposed HGTA method has a lower total cost than the APTA method. In the proposed HGTA
method, the optimization of coalition cost is considered during the coalition formation algorithm [15], and each agent tends to join
a coalition closer to itself. Therefore, the proposed HGTA method achieves a lower total cost.

Therefore, the proposed hedonic coalition formation game method for target allocation is effective, scalable, and adaptable to
the dynamic changes in the number of agents and targets. Meanwhile, the number of members in coalitions satisfies the demands for
confronting corresponding targets. When coalition members are damaged, other agents will join the coalition through re-allocation
to meet the demands of targets. Moreover, during the process of system movement, the agents can also choose to join the most
interested coalition, which has the maximal utility.

5.2. Tactical decision-making result

In this simulation, the number of agents is 20, and the number of targets is 3. The demands of the three targets are 𝐹1 = 5,
𝑗

14

2 = 3, and 𝐹3 = 6, respectively. The maximal reward is denoted as 𝑉max = 1000 ⋅𝐹𝑗 . Both the initial survival probabilities of agents



Computers and Electrical Engineering 118 (2024) 109300L. Wang et al.

s
a

a
o
t

a

f
p
r

T

𝑆
a

Fig. 11. Comparative results between the HGTA and APTA methods.

Fig. 12. Visualized confrontation results. The black curve represents the trajectories of agents, the blue curve represents the trajectories of targets, and the red
cone area represents the region of attack.

and targets are 1, and the survival probability thresholds of them are 0.1. The detect radius of agents is 50. The kill capability of
agents is 𝑝𝑎𝑎𝑡𝑡𝑎𝑐𝑘 = 0.1 while the kill capabilities of targets are 𝑝𝑡1𝑎𝑡𝑡𝑎𝑐𝑘 = 0.3, 𝑝𝑡2𝑎𝑡𝑡𝑎𝑐𝑘 = 0.2, and 𝑝𝑡3𝑎𝑡𝑡𝑎𝑐𝑘 = 0.4.

In the comparison, the pure-pursuit-based method is used for the targets. Each target selects an agent with the largest situation
uperiority to attack. Fig. 12 shows the trajectories of the three coalitions confront targets. Unlike saturation attack methods, in our
pproach, each agent attack target may not be synchronized, which is more in line with the actual situation.

As analyzed in Section 5.1, coalition members are not fixed in confrontation. During the process of attacking targets, different
gents are allowed to join or leave the coalition. Therefore, in Fig. 12, there are some isolated trajectories, which are trajectories
f agents who have previously joined the coalition and then left it later. Both targets and agents adjust their maneuver decisions
hrough the situations and try to obtain a favorable situation. Therefore, their trajectories are intertwined.

Next, taking Fig. 12(b) as an example, we analyze the performance of the tactical decision-making algorithm in coalition 𝑆2
ttacking/defending target 𝑡2.

The confrontation process between coalition 𝑆2 and target 𝑡2 varies from step 242 to step 579. The coalition members changed
our times during the confrontation, as shown in Table 1. The situation type change curves of all agents in coalition 𝑆2 who have
articipated in attacking/defending targets are shown in Fig. 13. It should be noted that when the target is outside the perception
ange of the agent or the agent does not belong to coalition 𝑆2, the agent’s situation type is 0.

In the first stage, agents 𝑎9, 𝑎10, and 𝑎20 are in a state of opposition to the target, and both sides individuals approach the other.
arget 𝑡2 approach the agent with the greatest advantage. At step 312, agent 𝑎20 senses the threat from the target and begins to

take defensive measures, moving away from the target. At this point, its situation type of 𝑎20 is 2. At step 370, 𝑎20 left coalition
2 and 𝑎11 joined coalition 𝑆2. Meanwhile, target 𝑡2 is moving towards 𝑎10. The situation type of 𝑎9 has become 1, so it gradually
pproaches the target from the rear to carry out an attack. At step 388, 𝑎11 left 𝑆2 and 𝑎15 joined 𝑆2. At step 426, 𝑎15 left 𝑆2, and
𝑎16 joined 𝑆2. At this point, target 𝑡2 is approach agent 𝑎10, while 𝑎9 and 𝑎16 adjust their maneuvers to be behind 𝑡2 and occupy
a favorable position. Specifically, 𝑎9 moves towards the inside of the target’s movement path through inside pursuit, continuously
reducing the distance from 𝑡2. By taking a shorter path to gain tactical advantage, ultimately achieving a strike on 𝑡2. Note that in
our method, agent 𝑎 is not simply running away when 𝑡 approaches it, as this may cause the target to turn to attack other agents
15
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Table 1
Coalition formation process in confronting 𝑡2.
Step Coalition

242 − 369 𝑆2 = {𝑎9 , 𝑎10 , 𝑎20}
370 − 387 𝑆2 = {𝑎9 , 𝑎10 , 𝑎11}
388 − 425 𝑆2 = {𝑎9 , 𝑎10 , 𝑎15}
426 − 579 𝑆2 = {𝑎9 , 𝑎10 , 𝑎16}

Fig. 13. The change curve of agents’ situation type.

Table 2
Confrontation results with varying agent capabilities.
𝑝𝑎𝑎𝑡𝑡𝑎𝑐𝑘 Average number of surviving agents Success rate

0.2 7.8 92%
0.3 10.3 95%
0.4 11.1 100%

or stay away from 𝑆2. Here, agent 𝑎10 plays the role of luring 𝑡2, moving towards the inside of the target’s trajectory. It is beneficial
for other agents to attack the target. Therefore, through tactical cooperation between coalition members, the target was destroyed.

From the above analysis, it can be seen that the agents in a coalition will adopt different maneuvering strategies when they are
in different situations. The agents with advantageous situation types occupy a favorable position and are mainly responsible for
attacking the target. The agents with disadvantageous situation types act as decoys to attract the target’s attention, and they also
try to switch their situation types. Through the cooperation of members in a coalition, the agents perform an effective attack on
the target while reducing the casualties of agents. During the confrontation, the members of the agents in the coalition are also
changing. From (8), it can be seen that agents closer to the target tend to join the coalition, which is beneficial for attacking the
target.

Furthermore, the effectiveness of tactical decision-making algorithms in confrontation is verified by changing the capabilities
of agents. In the simulation, the number of agents is 20, the attack capability of agents is various with 𝑝𝑎𝑎𝑡𝑡𝑎𝑐𝑘 ∈ {0.2, 0.3, 0.4}. The
number of targets is 5, and the target’s attack capability 𝑝𝑡𝑎𝑡𝑡𝑎𝑐𝑘 = 0.6. Set the maximum step to 1000 in the simulation. The success
rate of the agents refers to all targets being destroyed within the maximum step. We conduct Monte Carlo simulations with 100
runs for these three scenarios. Table 2 shows the average number of surviving agents and success rate in the above three scenarios.
When the agents’ capability is low, even if they hit the targets, the damage to targets is limited. However, due to the targets’ higher
attack capability, they can quickly destroy the agents, resulting in a small average number of surviving agents and a low success
rate for the agents. With the increase in the agents’ capability, the probability of causing damage to the target after a single hit
becomes higher, achieving a higher success rate. However, in these three scenarios, the success rates are more than 90%, which
16

shows the effectiveness of the tactical decision-making algorithm in confrontation.
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6. Conclusion

In this paper, we proposed a cooperation and decision-making framework for MAS confrontation. The framework is comprised of
target allocation algorithm, a tactical decision-making algorithm, and a swarm motion control algorithm. In the target allocation

lgorithm, a hedonic coalition formation game algorithm was designed to group the agents into disjoint coalitions corresponding to
ifferent targets. This grouping mechanism decreases some possible behavioral interactions that result from increasing numbers of
gents. In the tactical decision-making algorithm, an ABFCM was designed to fuse the situation information of an agent. Then, based
n the fusion result, a TPP-based method was designed to generate a pursuit point with tactical intention. Finally, a swarm motion
ontrol algorithm, including decision-oriented and swarm behavior rules-oriented, was designed to drive each agent towards the
ssigned target. Simulation results show the effectiveness of the designed framework and methods. The agents adjust their strategies
ccording to the environment and cooperate with each other, defeating the stronger targets while reducing casualties.

Moreover, these proposed algorithms can also be applied to other scenarios, such as urban security, search and rescue missions,
urveillance, and others. In these scenarios, agents cooperate to perform more complex tasks, thereby improving the efficiency of
ask completion.
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