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   Abstract—Set  stabilization  is  one  of  the  essential  problems  in
engineering systems, and self-triggered control (STC) can save the
storage space for interactive information, and can be successfully
applied  in  networked  control  systems  with  limited  communica-
tion  resources.  In  this  study,  the  set  stabilization  problem  and
STC design of Boolean control  networks are investigated via the
semi-tensor product technique. On the one hand, the largest con-
trol  invariant  subset  is  calculated  in  terms  of  the  strongly  con-
nected  components  of  the  state  transition  graph,  by  which  a
graph-theoretical condition for set stabilization is derived. On the
other hand, a characteristic function is exploited to determine the
triggering  mechanism  and  feasible  controls.  Based  on  this,  the
minimum-time  and  minimum-triggering  open-loop,  state-feed-
back and output-feedback STCs for set stabilization are designed,
respectively.  As  classic  applications  of  self-triggered set  stabiliza-
tion, self-triggered synchronization, self-triggered output tracking
and  self-triggered  output  regulation  are  discussed  as  well.  Addi-
tionally,  several  practical  examples  are  given  to  illustrate  the
effectiveness of theoretical results.
    Index Terms—Boolean control networks (BCNs), output regulation,
self-triggered  control, semi-tensor  product  of  matrices, set  stabiliza-
tion, synchronization.
  

I.  Introduction

BOOLEAN  networks  (BNs),  introduced  by  Kauffman  in
1969  to  model  gene  regulatory  networks [1],  have

aroused  significant  research  interest.  This  booming  filed  of
research is mainly attributed to two aspects: One is the signifi-
cant  application  prospects  in  systems  biology  including  cell
differentiation, immune response, biological evolution, neural
networks  and  gene  regulation [2],  and  the  other  is  the  emer-
gence of a powerful tool, called the semi-tensor product (STP)
[3]. By resorting to the STP, an algebraic state-space represen-
tation  is  established  for  BNs  and  Boolean  control  networks
(BCNs), which has greatly contributed to the development of
BNs and BCNs. Moreover, the framework of BCNs has been
extended  to  various  engineering  applications  and  dynamical

systems, such as discrete-event systems [4], networked evolu-
tionary games [5], encryption and face recognition [6], and so
on.

Stability and stabilization are fundamental issues in control
systems,  which  determine  whether  a  system  converges  to  or
can  be  stabilized  to  a  single  point.  Cheng et  al. [7] took  the
lead  in  studying  the  stability  and  stabilization  of  BNs  and
BCNs  and  presented  some  algebraic  criteria.  Subsequently,
the  designs  of  state-feedback  stabilizers [8] and  output-feed-
back  stabilizers [9] were  investigated.  As  promotions  of  sta-
bility and stabilization, set stability refers to whether a BN can
converge  to  a  given  subset,  and  set  stabilization  focuses  on
whether there exists a controller to stabilize a BCN to a given
subset [10]. Correspondingly, different control strategies have
been adopted for set stabilization, such as state-feedback con-
trol [11] and output-feedback control [12], [13], sampled-data
control [14],  event-triggered control [15] and pinning control
[16].  The  typical  problems  of  set  stability/stabilization,  syn-
chronization [17],  output  tracking [18] and  output  regulation
[19] have important applications in practical engineering, such
as the therapeutic intervention of diseases, attitude tracking of
aircraft, and operational control of robots, etc.

Traditional control laws, requiring continuous network com-
munication  and  updating  of  the  controller,  inevitably  lead  to
communication  limitations,  network  congestion,  resource
waste  and  other  problems [20], [21].  In  order  to  overcome
these issues and reduce the waste of unnecessary computation
and  communication  resources,  event-triggered  control  (ETC)
[22] and  self-triggered  control  (STC) [23] came  into  being.
The  difference  between  ETC  and  STC  is  that  the  former  is
passive, while the latter is active. As a matter of fact, in ETC,
triggering  conditions  based  on  the  current  measurement  are
continuously  monitored.  Once  the  triggering  conditions  are
satisfied, an event is triggered and the control task is then exe-
cuted [24], [25].  In  STCs,  the  next  update  time  is  pre-calcu-
lated  at  the  current  triggering  moment  based  on  previously
received data and knowledge about the system dynamics [26].
Compared  with  ETCs,  STCs  can  avoid  continuous  monitor-
ing of the system state by event triggers, and thus can signifi-
cantly reduce the computational resources.

In the study of BCNs, ETCs have attracted much attention.
For  instance,  the  event-triggered  stabilization  of  BCNs [27]
and Markovian jump BCNs [28],  and event-triggered set  sta-
bilization  of  switched  BNs [15] were  comprehensively  dis-
cussed.  The  optimal  ETC  strategy  for  stabilization  of  BCNs
was obtained in [29] as well. In addition to stability problem,
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ETCs  were  also  applied  to  the  research  of  observability  of
Markovian  jump  BNs [30] and  robust  invariance  of  proba-
bilistic BCNs [31].  With regard to STCs for BCNs, there are
only  a  few  related  works  up  to  now.  Acernese et  al. [32]
designed  the  state-feedback  self-triggered  scheme  for  the
model-free stabilization problem by the Q-learning technique.
Meng et  al. [33] combined  Lyapunov  function  theory  to
derive  open-loop  self-triggering  conditions  for  stabilization
depending  on  known state-feedback  stabilizers.  Bajaria et  al.
[34] first  developed  a  Q-learning  random forest  algorithm to
design  state-feedback  controllers  for  stabilization,  and  then
followed the idea of [33] to devise STC strategies. It should be
pointed out that the methods of [32], [34] are model-free, and
the method of [33] is model-based. But the core idea of [34] is
consistent with [33], where state-feedback controllers need to
be designed in advance.

From the  aforementioned  overview,  it  can  be  seen  that  the
self-triggered set stabilization of BCNs still have a great deal
of research space worth exploring. In the most of the existing
works on the set stabilization problem [7], [10], [13], [35], the
obtained discriminate conditions are usually algebraic criteria,
which  have  high  computational  complexity  and  are  not  intu-
itive  enough.  Moreover,  in  the  research  of  STCs  of  BCNs
[32]–[34], only stabilization problem is considered. However,
there  is  no  study  of  STCs  for  set  stabilization,  and  the  self-
triggered  scheduling  in [33], [34] depends  on  pre-designed
state  feedback controllers.  To cope with the above problems,
we first give intuitive graphical criteria for set stabilization by
resorting  to  the  strongly  connected  components  of  the  state
transition  graph  in  Section  IV,  and  then  develop  a  general
method  to  design  the  self-triggered  set  stabilizers  in
Section  V.  The  main  contributions  of  this  paper  are  high-
lighted as follows.

1) By resorting to Tarjan’s algorithm, graphical  criteria for
the  largest  control  invariant  subset  and  set  stabilization  are
provided.  Compared  with  the  existing  results,  our  results
reduce  the  computational  complexity  significantly  (see
Remark 2).

2)  A  characteristic  function  is  employed  to  determine  the
triggering mechanism and feasible controls. Correspondingly,
the  minimum-time  and  minimum-triggering  open-loop  STCs
(OLSTCs),  state-feedback  STCs  (SFSTCs)  and  output-feed-
back STCs (OFSTCs) for set stabilization are designed. Com-
pared  with [33], [34],  our  STC  schemes  do  not  require  a
state-feedback  controller  to  be  designed  in  advance.  Besides,
only  OLSTCs  and  SFSTCs  are  studied  in [32]–[34] (see
Remark 4).

3)  The  results  of  self-triggered  set  stabilization  is  also
applied  to  self-triggered  synchronization,  self-triggered  out-
put  tracking  and  self-triggered  output  regulation.  To  the  best
of our knowledge, there is no literature on the design of STCs
for  synchronization,  output  tracking  and  output  regulation  of
BCNs up to now.

The  remainder  of  this  paper  is  organized  as  follows.  Sec-
tion  II  includes  some  preliminaries.  Section  III  presents  the
problem  formulation.  Section  IV  characterizes  the  set  stabi-
lization  problem from a  new standpoint.  Section  V discusses

the  design  of  minimum-time  and  minimum-triggering  STCs
for  set  stabilization.  Section  VI  contains  the  applications  of
self-triggered  set  stabilization.  Section  VII  provides  a  brief
conclusion.  

II.  Preliminaries

In this section, the STP of matrices and the algebraic state-
space  representation  of  BCNs  are  reviewed.  Some  notations
used in the sequel are listed below:
N1) : The set of non-negative integers.
Rm×n m×n2) : The set of  real matrices.
[m,n] = {m,m+1, . . . ,n} m ≤ n ∈ N3) , .
| · |4) : The cardinality of a set.
∥ · ∥∞5) : The infinite norm of a vector.
sgn(·) sgn(x)

x > 0 0 x = 0 −1 x < 0
6) : The symbolic function. Specifically,  equals

1 for ,  for , and  for .
MT7) : The transpose of matrix M.
Coli(M) i8) : The -th column of matrix M.
[M]i, j (i, j)9) : The -element of matrix M.
∆m = {δim|i = 1,2, . . . ,m} δim = Coli(Im) Im

m×m
10) ,  where ,  and  is

the  identity matrix.

1n = [1,1, . . . ,1︸    ︷︷    ︸
n

]T 0n = [0,0, . . . ,0︸    ︷︷    ︸
n

]T n ∈ N11) , , .

B = {0,1} Bm×n m×n
Bn = Bn×1

12) ; :  The  set  of  Boolean  matrices;
.

δm[i1 i2 · · · in] [δi1m δ
i2
m · · · δinm]13) : A logical matrix .

Lm×n m×n14) : The set of  logical matrices.
⊗ ∗

⊙
15) :  The  Kronecker  product  of  matrices; :  the  Khatri-

Rao  product  of  matrices; :  The  Hadamard  product  of
matrices.

Then,  the  STP is  introduced.  Further  properties  about  STP
can be found in [3].

M ∈ Ra×b N ∈ Rc×d

M⋉N = (M⊗ Ie/b)(N ⊗ Ie/c)
Definition 1 [3]: Let  and . The STP of M

and N is  defined  as ,  where e is
the least common multiple of b and c.

b = c
⋉

Note  that  when ,  STP  degrades  into  the  traditional
matrix  product.  Without  confusion,  the  symbol  is  omitted
throughout this paper.

The  following  lemma  is  fundamental  to  convert  logical
functions into algebraic forms equivalently.

Lemma 1 [3]:
f : Bn→ B

F f ∈ L2×2n

1) Given a logical function , there exists a unique
matrix  such that
 

δ
2− f (x1,x2,...,xn)
2 = F f ⋉

n
i=1 xi

xi ∈ B xi = δ
2−xi
2 ∈ ∆2 F f

f
where ,  and  is  called  the  structure
matrix of .

y = Fy ⋉
n
i=1 xi z = Fz ⋉

n
i=1 xi xi ∈ ∆2

i = 1,2, . . . ,n Fy Fz ∈ L2×2n

2)  Assume , ,  where ,
, , . Then,

 

yz = (Fy ∗Fz)⋉n
i=1 xi

My ∗Fz = [Col1(Fy) ⊗ Col1(Fz), . . . ,Col2n (Fy) ⊗
Col2n (Fz)]
where 

.  

III.  Problem Formulation

Consider  a  BCN  with n state  nodes, m input  nodes  and p
output nodes 
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

x1(t+1) = f1(u1(t), . . . ,um(t),x1(t), . . . ,xn(t))
x2(t+1) = f2(u1(t), . . . ,um(t),x1(t), . . . ,xn(t))

...

xn(t+1) = fn(u1(t), . . . ,um(t),x1(t), . . . ,xn(t))
y j(t) = g j(x1(t), . . . ,xn(t)), j = 1,2, . . . , p

(1)

xi(t) ∈ B uk(t) ∈ B y j(t) ∈ B
fi : Bm+n→ B

g j : Bn→ B

where ,  and  represent  the  state,
input and output of BCN (1), respectively, and ,

 are  logical  functions.  Based  on  Lemma  1,  the
equivalent algebraic state-space representation of BCN (1) is
 {

x(t+1) = Lu(t)x(t)
y(t) = Hx(t)

(2)

x(t) = ⋉n
i=1xi(t) ∈ ∆2n u(t) = ⋉m

k=1uk(t) ∈ ∆2m y(t) =
⋉

p
j=1y j(t) ∈ ∆2p L = F f1 ∗F f2 ∗ · · · ∗F fn ∈ L2n×2m+n

H = Hg1 ∗Hg2 ∗ · · · ∗Hgp ∈ L2p×2n F fi ∈ L2×2m+n

Hg j ∈ L2×2n fi g j

where ,  and 
.  Moreover, 

and ,  where 
and  are the structure matrices of  and , respec-
tively.

x(0) = x0 ∈ ∆2n

U := {u(t)}∞t=0
x(t; x0,U) t ∈ N

For  an  initial  state  and  an  input  sequence
,  the  state  trajectory  of  BCN  (2)  is  denoted  by

, . The set stabilization problem is introduced as
follows.

M⊆ ∆2n

M x0
T (x0,U)

Definition  2 [10]: Given  a  target  set ,  BCN (2)  is
said to be -stabilizable, if for any initial state , there exist
an input sequence U and an integer  such that
 

x(t; x0,U) ∈M, ∀t ≥ T (x0,U). (3)
Tm(x0,U)

Tm(x0) :=min
U

Tm(x0,U)
x0 Tm :=maxx0∈∆2n Tm(x0)

Denote  by  the  smallest  integer  satisfying  (3).
Then  is said to be the shortest transi-
tion period of  and  is said to be the
shortest transition period of BCN (2).

In  general,  the  self-triggering  mechanism  of  a  control  sys-
tem can be depicted by Fig. 1. Corresponding to BCN (2), an
open-loop self-triggered controller (OLSTC) can be described
as
 {

u(t) = u(tk) ∈ U{x(tk)}, t ∈ [tk, tk+1−1]
tk+1 = tk +π(x(tk))

(4)

tk k ∈ N t0 = 0 π(x(tk))
U{x(tk)}

tk

where ,  is  the triggering moment with , 
is  the  interval  between  two execution  moments,  and 
is the set of feasible controls at moment . Further, the state-
feedback  self-triggered  controller  (SFSTC)  and  the  output-
feedback self-triggered controller (OFSTC) are in the form of
 {

u(t) = Kx(tk), t ∈ [tk, tk+1−1]
tk+1 = tk + π̄1(x(tk))

(5)

 {
u(t) =Gy(tk), t ∈ [tk, tk+1−1]
tk+1 = tk + π̄2(y(tk))

(6)

K ∈ L2m×2n G ∈ L2m×2p

π̄1(x(tk)) π̄2(y(tk))
where  and  are the feedback gain matri-
ces, and ,  are the triggering intervals.

tk+1− tk = 1 k ∈ N

Remark 1: Different from the ordinary control law, (4)−(6)
show that an STC is composed of two parts. One is the selec-
tion of feasible controls, and the other is the design of the trig-
gering  mechanism.  In  other  words,  the  feasible  controls  and
triggering  mechanism  should  be  devised  simultaneously.
Obviously, if  holds for all ,  then STCs (4)−

(6) are trivial, i.e., (4)−(6) degrade into ordinary controllers.

M
M

Definition 3: STCs (4)−(6) are said to be minimum-time and
minimum-triggering -stabilizers,  if  under  which,  BCN  (2)
is -stabilizable  with  the  shortest  transition  period  and  the
number of triggering moments of STCs (4)−(6) is the least.

M

M

The  objective  of  this  paper  is  to  characterize  the -stabi-
lization  from  a  graph-theoretical  perspective  that  is  different
from  the  algebraic  criteria  in [7], [10], [13], [35],  and  then
design  all  possible  minimum-time  and  minimum-triggering
OLSTCs, SFSTCs and OFSTCs for -stabilization.  

IV.  Set Stabilization

In  this  section,  set  stabilization  problem  is  discussed  and
new criteria are obtained. Given an initial state, the trajectory
of  a  BCN  will  enter  into  a  stable  structure,  which  is  usually
called the control invariant subset.

M1 ⊆M
M x0 ∈M1

x(t; x0,U) ∈M1 ∀t ∈ N
M IM
M

Definition 4 [10]: A subset  is said to be a control
invariant subset (CIS) of , if for any , there exists a
control  sequence U such  that , .  The
union  of  all  CISs  of ,  denoted  by ,  is  said  to  be  the
largest CIS (LCIS) of .

V E ⊆V×V
(vi1 ,vi2 )→ (vi2 ,vi3 )→ ·· · →

(vil−1 ,vil ) vi1 vil

(v,v) < E

To  interpret  the  set  stabilization  of  BCNs  with  a  new  per-
spective,  some  knowledge  of  graph  theory  is  introduced,
where we can refer to [36]. A directed graph consists of a set
of  vertices  and  a  set  of  directed  edges .  A
sequence  of  directed  edges 

 is called a path from  to . A subset of vertices is
called strongly connected if  each vertex has at  least  one path
to  all  other  vertices.  A strongly  connected  component  (SCC)
is a maximal strongly connected subset of vertices.  The SCC
composed of only one single vertex v with  is called
trivial, and is called non-trivial otherwise.

G = (V(G),E(G)) V(G) = ∆2n

E(G) = {(δi2n , δ
j
2n )|[A] j,i = 1} A = sgn(L12m )

G|M G M
S1

N ,S2
N , . . . ,SαN G|M

S1
T ,S2

T , . . . ,S
β
T G|M 0 ≤ α, β ≤ 2n

α+β ≥ 1
G|M

M

The  state  transition  graph  (STG)  of  BCN  (2)  is  a  directed
graph, which is defined as  with 
and ,  where .  Let

 be the induced subgraph1 of  with respect to . Denote
by  all  non-trivial  SCCs  of ,  and

 all  trivial  SCCs  of ,  where 
and .  By  means  of  Tarjan’s  algorithm2,  all  SCCs  of

 can be obtained. Then, the following proposition is made
to obtain the LCIS of .

 

Actuator Plant Sampler

Triggering
schedulerZOH

Controller

tk + 1 x(tk)

u(tk)

 
Fig. 1.     Block  diagram  of  the  STC  framework.  ZOH  represents  the  zero-
order hold.

  
G|M G M

G M
 

1 The induced subgraph  is the subgraph of , which has  as its set of
vertices and contains all the edges of  that have both endpoints in .
  
 

2 Tarjan’s  algorithm  is  a  linear-time  algorithm  proposed  by  Tarjan [37] to
solve the SCCs of a directed graph.
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IM , ∅ G|M
α ≥ 1 α ≥ 1 IM

Proposition  1:  if  and  only  if  has  at  least  one
non-trivial  SCC,  i.e., .  Moreover,  if ,  then  can
be determined by
 

IM =

∪α

i=1Si
N =M, β = 0∪α

i=1
∪β

j=1S
i
NŜ

j
T , β ≥ 1

(7)

Ŝ j
T = S

j
T S j

T
∪α

i=1Si
N

Ŝ j
T = ∅

where  if there exists a path from  to , oth-
erwise .

α ≥ 1 δ
i1
2n , δ

i2
2n ∈ Si

N
δ

i1
2n δ

i2
2n

Proof  (Sufficiency): Assume .  For  any ,
 and  are  strongly  connected.  That  is,  there  exist  two

paths
 

(δi12n , δ
j1
2n )→ (δ j1

2n , δ
j2
2n )→ ·· · → (δ jl−1

2n , δ
jl
2n )→ (δ jl

2n , δ
i2
2n )

(δi22n , δ
j′1
2n )→ (δ

j′1
2n , δ

j′2
2n )→ ·· · → (δ

j′l′−1
2n , δ

j′l′
2n )→ (δ

j′l′
2n , δ

i1
2n )

δ
jt
2n , δ

j′t′
2n ∈ Si

N t ∈ [1, l], t′ ∈ [1, l′] (δt12n , δ
t2
2n ) ∈

E(G|M) [A]t2,t1 = 1
u ∈ ∆2m Luδt12n = δ

t2
2n

U1 U2

where , .  Note  that 
 if  and  only  if ,  i.e.,  there  is  a  control
 such that . Therefore, there exist two con-

trol sequences ,  such that
 

x(t;δi12n ,U1) ∈ Si
N , t ∈ [1, l]

x(t′;δi22n ,U2) ∈ Si
N , t′ ∈ [1, l′]

x(l+1;δi12n ,U1) = δi22n , x(l′+1;δi22n ,U2) = δi12n .

(8)

Si
N∪α

i=1Si
N ⊆ IM , ∅ β = 0 IM ⊆M =

∪α
i=1Si

N
IM =

∪α
i=1Si

N =M

Hence,  it  follows from Definition 4 that  each  is  a  CIS,
and .  If ,  then, ,
which yields .
β ≥ 1 δ

ĵ
2n ∈
∪β

j=1 Ŝ
j
T

δ
ĵ
2n

∪α
i=1Si

N Si
N δ

i1
2n ∈ Si

N

If  and for any , there exists a path from
 to , then there exist ,  and a path

 

(δ ĵ
2n , δ

ĵ1
2n )→ (δ ĵ1

2n , δ
ĵ2
2n )→ ·· · → (δ

ĵl̂−1
2n , δ

ĵl̂
2n )→ (δ

ĵl̂
2n , δ

i1
2n )

δ
ĵt
2n ∈
∪β

j=1 Ŝ
j
T t ∈ [1, l̂]

U3

where , .  Hence,  there  exists  a  control
sequence  such that
 x(t;δ ĵ

2n ,U3) ∈∪βj=1 Ŝ
j
T , t ∈ [1, l̂]

x(l̂+1;δ ĵ
2n ,U3) ∈ Si

N .
(9)

∪α
i=1
∪β

j=1S
i
NŜ

j
T∪α

i=1
∪β

j=1S
i
NŜ

j
T ⊆ IM

M ∪α
i=1
∪β

j=1S
i
NŜ

j
T

M1 M M1 ⊈
∪α

i=1
∪β

j=1S
i
NŜ

j
T

M =∪αi=1
∪β

j=1S
i
NS

j
T S j′

T = {δ
j′

2n } ⊆M1

Ŝ j′

T = ∅ S j′

T
∪α

i=1Si
N

k′ ≥ 1 x(k′;δ j′

2n ,U) ∈ ∆2n\M ⊈M1

M1 IM =∪α
i=1
∪β

j=1S
i
NŜ

j
T

By Definition 4, (8) and (9) show that  is a
CIS.  Thus, .  Next,  we  prove  that  any
CIS of  is contained in .  By contradiction,
assume  that  is  a  CIS  of ,  but .
Since , there must exist 
satisfying ,  i.e.,  there  is  no  path  from  to .
Thus,  for  any  control  sequence U,  there  exists  an  integer

 such  that .  This  contradicts
the  fact  that  is  a  CIS,  and  therefore 

.
G|M

M =∪βj=1S
j
T x0 ∈M

T0 x(T0; x0,U) <M
IM , ∅

Proof  (Necessity): If  does  not  have  non-trivial  SCCs,
then .  This means for any  and any con-
trol  sequence U,  there  exists  such  that ,
which contradicts with . ■

G S1,S2, . . . ,SγSimilarly, all SCCs of ,  denoted by , can be

derived  immediately  using  Tarjan’s  algorithm.  Combining
with Proposition 1, a new criterion for the set stabilization of
BCNs is obtained.

M G|M
Si G

Si
∩IM = ∅ Si IM i ∈ [1,γ]

Proposition 2: BCN (2) is -stabilizable if and only if 
has at least one non-trivial SCC, and for each  of  satisfy-
ing , there exists a path from  to , .

G|M IM , ∅
M IM

Proof: By  Proposition  1,  the  existence  of  the  non-trivial
SCCs  of  is  equivalent  to .  According  to [10],
BCN (2) is -stabilizable if and only if it is -stabilizable.

G ∪γ
i=1Si = ∆2n

Si∩S j = ∅, ∀i , j ∈ [1,γ] x0 ∈ ∆2n

Si x0 ∈ Si

Sufficiency: Evidently,  the SCCs of  satisfy 
and .  Thus,  for  any ,  there
exists a unique  such that . Two cases should be con-
sidered.

Si
∩IM , ∅ x̂ ∈ Si

∩IM
T1

x(T1; x0,U) = x̂ ∈ IM x0, x̂ ∈ Si

Case  1: .  Assume .  Then,  we  can
find  a  control  sequence U and  an  integer  such  that

, since  are strongly connected.
Si
∩IM = ∅
Si IM x0 IM

x0 ∈ Si

Case 2: . In light of the conditions, there exists
a path from  to . Then there is also a path from  to 
as .

IM , ∅ Si
∩IM =

∅ Si IM x0 ∈ Si
x(t; x0,U) ∈ Si x(t; x0,U) ∈

Delta2n\IM ∀t ∈ N

Necessity:  is  obvious.  Assume  that  for 
,  there  is  no  path  from  to .  Then  for  any  and

any  control  sequence U,  either  or 
, . This is a contradiction. ■

γ = 1
G

Obviously, BCN (2) is controllable if and only if , i.e.,
 has  only one SCC. Then,  the following corollary is  appar-

ent.
G M

G|M
M

IM , ∅

Corollary  1: If  has  a  unique  SCC,  then  BCN (2)  is -
stabilizable  if  and  only  if  has  at  least  one  non-trivial
SCC. In other words, a controllable BCN is -stabilizable if
and only if .

O(|V|+ |E|) IM
M G|M G

|V(G|M)| = |M|
|E(G|M)| ≤ |M|2 |V(G)| = 2n |E(G)| ≤ 22n

O(|M|2) O(22n)
M = {xe}

Remark  2: As  is  well-known,  the  complexity  of  Tarjan’s
algorithm is .  To  calculate  and  determine  the

-stabilizability,  we need to get  the SCCs of  and  by
Tarjan’s  algorithm,  respectively.  Note  that ,

 and , .  Thus,  the  time
complexities of Propositions 1 and 2 are  and ,
respectively.  Besides,  when ,  the  set  stabilization
degrades  into  the  stabilization.  Compared  with  the  existing
works, our results reduce computational complexity, which is
shown in Table I.

Example  1: Consider  a  biological  example:  the  lambda
switch.  Laschov  and  Margaliot  built  the  following  BCN
model for the lambda switch [38]:
 

N(t+1) = ¬cI(t)∧ (¬cro(t))
cI(t+1) = ¬cro(t)∧ (cI(t)∨ cII(t))
cII(t+1) = ¬cI(t)∧u(t)∧ (N(t)∨ cIII(t))
cIII(t) = ¬cI(t)∧u(t)∧N(t)
cro(t) = ¬cI(t)∧ (¬cII(t))
y(t) = cI(t)∧ (¬cro(t))

(10)

N,cI,cII,cIII,cro ∈ B
u,y ∈ B

x(t) ∈ ∆32 u(t) ∈
∆2 L = δ32[32 24 32 24 32 24 32 24 26 2 26 2 25 9
25 9 32 24 32 24 32 24 32 24 28 4 32 8 27 11 31 15 32
24 32 24 32 24 32 24 32 8 32 8 31 15 31 15 32 24 32 24

where  represent  the  phage  genes,  and
 are the input and output. Based on Lemma 1, (10) can

be converted into the algebraic form (2) with , 
 and 
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32 24 32 24 32 8 32 8 31 15 31 15] ∈ L32×64 H = δ2[2
1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2] ∈ L2×32

, 

.
M = {δ632, δ

12
32, δ

15
32, δ

24
32, δ

25
32, δ

28
32, δ

29
32,

δ31
32, δ

32
32}

G|M
S1

N = {δ15
32, δ

25
32, δ

32
32} S

2
N = {δ24

32} S3
N = {δ31

32}
S1

T = {δ632} S
2
T = {δ29

32} S
3
T = {δ28

32} S
4
T =

{δ12
32}

Let  the  target  set  be  
.  By  resorting  to  Tarjan’s  algorithm,  we  can  deter-

mine that  the induced subgraph  has 7 SCCs including 3
non-trivial  SCCs , , 
and  4  trivial  SCCs , , , 

, which are also shown in Fig. 2. By Proposition 1, we get
that
 

IM =
3∪

i=1

2∪
j=1

Si
NS

j
T = {δ

6
32, δ

15
32, δ

24
32, δ

25
32, δ

29
32, δ

31
32, δ

32
32}.

 
 

25 15

3212

28

31

29

24

6

 
G|M

IM

Fig. 2.     The induced subgraph  in Example 1. Each color represents an
SCC.  The  ovals  represent  the  nontrivial  SCCs  and  the  circles  represent  the
trivial SCCs. The states in the dotted box constitute .
 

G

Si
∩IM = ∅

Si IM
M

Furthermore,  the  STG  of  BCN  (10)  is  shown  in Fig.  3,
which is composed of 30 SCCs. Using the graph theory tool-
box of Matlab, it is easy to verify that for , there
exists a path from  to . Then it follows from Theorem 2
that BCN (10) is -stabilizable.  

V.  Self-Triggered Control Design

In  this  section,  the  self-triggered strategies  including open-
loop and closed-loop cases are designed.

M
M M

Note that if BCN (2) is not -stabilizable, then there is no
STC  to  guarantee -stabilization.  Besides, -stabilization
can be easily verified by Propositions 1 and 2.  Thus,  the fol-
lowing assumption is reasonable.

Assumption 1: Throughout this section, BCN (2) is assumed

Mto be -stabilizable.
IMA  series  of  vectors  induced  by  are  iteratively  con-

structed as follows:
 Vk(IM) = sgn

[
AT Vk−1(IM)

]
, k ∈ [1,2n]

V0(IM) =
∑
δi2n∈IM δ

i
2n ∈ B2n (11)

A = sgn(L12m ) M
ω ∈ [1,2n]

where .  Clearly,  if  BCN (2)  is -stabilizable,
then there exists a unique integer  such that
 

V0(IM) < V1(IM) < · · · < Vω(IM) = 12n . (12)

ω = Tm
ω , Tm

x′0 ∈ ∆2n Tm(x′0) ≥ ω+1
Vω(IM) = 12n x0 ∈ ∆2n

IM

In  fact, ,  i.e., ω is  exactly  the  shortest  transition
period  of  BCN  (2).  Otherwise,  if ,  then  there  exists

 such  that ,  which  is  a  contradiction,
since  means  that  any  state  can  reach

 in ω steps.

ϕ : ∆2n → [0,ω]
To  determine  the  minimum-time  and  minimum-triggering

STCs,  we  define  a  characteristic  function  of
BCN (2) by
 

ϕ(x) =

∥∥∥∥∥∥∥∥
ω∑

j=0

jx⊙
[
V j(IM)−V j−1(IM)

]∥∥∥∥∥∥∥∥∞
V−1(IM) = 02n

x ∈ ∆2n ρ ≥ 1 ρ̂ ≥ 0

where . The characteristic function ϕ is used to
achieve  the  co-design  of  feasible  controls  and  triggering
mechanism.  Based  on  the  characteristic  function,  for  a  state

, two integers  and , we denote
 

Uρ{x} = {u|ϕ((Lu)t x)−ϕ((Lu)t−1x) < 0, t ∈ [1,ρ]}

Ûρ̂{x} = {u|ϕ((Lu)t x) = 0, t ∈ [0, ρ̂]}.
Uρ{x} Ûρ̂{x}

x ∈ ∆2n [1,ρ] [0, ρ̂]
Uρ{x} ⊇ Uρ+1{x} Ûρ̂{x} ⊇ Ûρ̂+1{x}

Clearly,  and  contain all  possible controls  such
that  the  value  of  the  characteristic  function  is  non-increasing
along  the  trajectory  of  BCN  (2)  starting  from  initial  state

 in  time  periods  and ,  respectively.  More-
over, we have  and . Then, let
 

µ1(x(tk)) =max{ρ|Uρ{x(tk)} , ∅,ρ ∈ [1,ω]}

µ2(x(tk)) =max
{
ρ̂|Ûρ̂{x(tk +µ1(x(tk)))} , ∅, ρ̂ ∈ [0, |IM|]

}
max∅ = 0 µ1(x(tk))

x(tk) µ2(x(tk))

x(tk +µ1(x(tk)))

where . One sees that  is actually the maxi-
mum number of steps that keeps the value of the characteris-
tic  function ϕ strictly  decreasing starting from . 
is  the  maximum  number  of  steps  that  makes  the  value  of ϕ
equal  0  starting  from .  From  the  analysis
above, we have the following lemma that is used to devise the
minimum-time and minimum-triggering STCs.

µ1(x(tk)) = 0 x(tk) ∈ IMLemma 2: 1)  if and only if .
µ2(x(tk)) > 0 x(tk) ∈ IM x(tk +

µ1(x(tk))) ∈ IM
2)  if  and  only  if  or 

.
δi2n ∈ ∆2n

k(i) ∈ [0,ω] δi2n ⊙ [Vk(i)(IM)−Vk(i)−1(IM)] =
δi2n

Proof: In  light  of  (12),  for  any ,  there  exists  a
unique  such  that 

. Thus, we have
 

δi2n ⊙ [V j(IM)−V j−1(IM)] =
{
δi2n , j = k(i)
02n , j , k(i)

which indicates that 

 

TABLE I
Complexity

Problem Result Time complexity Space complexity

LCIS

Proposition 1 O(|M|2) O(|M|2)

Proposition 2 [10] O(|M|23n) O(22n)

Proposition 2 [13] O(|M|3) O(|M|2n)

M-stabilization

Proposition 2 O(22n) O(22n)

Proposition 5 [10] O(24n) O(23n)

Proposition 5 [35] O(24n) O(22n)

xe-stabilization

Proposition 2 O(22n) O(22n)

Theorem 5.18 [7] O(23n+m2n
) O(22n+m2n

)

Corollary 1 [35] O(24n) O(22n)
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ϕ(δi2n ) =

∥∥∥∥∥∥∥∥
ω∑

j=0

jδi2n ⊙ [V j(IM)−V j−1(IM)]

∥∥∥∥∥∥∥∥∞
=
∥∥∥k(i)δi2n ⊙ [V j(IM)−V j−1(IM)]

∥∥∥∞
=
∥∥∥k(i)δi2n

∥∥∥∞ = k(i).

x ∈ IM u ∈ ∆2m1) Given a state , it holds that for any ,
 {

ϕ(Lux)−ϕ(x) > 0, Lux < IM
ϕ(Lux)−ϕ(x) = 0, Lux ∈ IM.
x ∈ IM ρ ≥ 1 Uρ(x) = ∅

µ1(x) = 0 x < IM
k ∈ [1,ω] u ∈ ∆2m

Therefore,  if ,  then  for  any , ,  which
means .  If ,  then  we  know  from  (12)  that
there exist  and  such that
 {

x⊙ [Vk(IM)−Vk−1(IM)] = x

Lux⊙ [Vk−1(IM)−Vk−2(IM)] = Lux

which implies
 

ϕ(Lux)−ϕ(x) = k−1− k = −1 < 0.
x < IM U1{x} , ∅ µ1(x) ≥ 1 >

0 µ1(x(tk)) = 0
x(tk) ∈ IM

Hence,  for  any ,  we  have ,  so 
. The argument above shows that  if and only if

.
Û1{x} , ∅ x ∈ IM x(tk) ∈

IM x(tk +µ1(x(tk))) = x(tk) ∈ IM Û1{x(tk+
µ1(x(tk)))} = Û1{x(tk)} , ∅ µ2(x(tk)) ≥ 1 > 0
x(tk) < IM µ1(x(tk)) > 0 µ2(x(tk)) > 0

x(tk +µ1(x(tk))) ∈ IM µ2(x(tk)) = 0

2)  Apparently,  if  and  only  if .  If 
, then , which means 

,  and  therefore .  If
,  then ,  which  yields  that 

when  and  otherwise. ■
Ũ{x(tk)} : = Uµ1(x(tk)){x(tk)} ∩

Ûµ2(x(tk)){x(tk +µ1(x(tk)))}
For  simplicity,  we  denote 

.  Together  with  Lemma  2,  the  fol-
lowing theorem gives the criteria for the design of OLSTCs.

M π(x(tk)) U{x(tk)}
Theorem 1: OLSTC (4)  is  a  minimum-time and minimum-

triggering -stabilizer, if and only if  and  are
designed as follows.

µ1(x(tk)) = 0 µ2(x(tk)) > 01) If  nd , then
 {

π(x(tk)) = µ2(x(tk))

U{x(tk)} = Ûµ2(x(tk)){x(tk)}.
(13)

µ1(x(tk)) > 0 µ2(x(tk)) ≥ 0 Ũ{x(tk)} = ∅2) If ,  and , then
 {

π(x(tk)) = µ1(x(tk))
U{x(tk)} = Uµ1(x(tk)){x(tk)}. (14)

µ1(x(tk)) > 0 µ2(x(tk)) > 0 Ũ{x(tk)} , ∅3) If ,  and , then
 {

π(x(tk)) = µ1(x(tk))+µ2(x(tk))

U{x(tk)} = Ũ{x(tk)}.
(15)

M

x0 IM

π(x(tk)) k ∈ N

Proof: Firstly, OLSTC (4) is a minimum-time -stabilizer
if and only if under (4), the state trajectory of BCN (2) start-
ing from any initial state  can reach  in the shortest path.
Actually,  from  (11)  and  (12), ω is  the  shortest  transition
period.  Secondly,  OLSTC  (4)  is  minimum-triggering  if  and
only  if  the  transition  period  is  minimum  and  the  triggering
interval  is  maximal  for  any .  In  what  follows,
four  cases  are  taken  into  account  to  determine  the  triggering
interval.

µ1(x(tk)) = 0 µ2(x(tk)) > 0 x(tk) ∈
IM u ∈ Ûρ̂{x(tk)}

Case 1:  and , which means 
. It is evident that for any ,

 

ϕ((Lu)t x(tk)) = 0, ∀t ∈ [0, ρ̂].

π(x(tk))
Then, to guarantee the minimum time and minimum trigger-

ing,  should be determined by
 

π(x(tk)) =max
{
ρ̂|Ûρ̂{x(tk)} , ∅, ρ̂ ∈ [0, |IM|]

}
= µ2(x(tk))

U{x(tk)} = Ûµ2(x(tk)){x(tk)} x(t) ∈
IM t ∈ [tk, tk+1]
which indicates .  At  this  time, 

 holds for all .
µ1(x(tk)) > 0 µ2(x(tk)) > 0 Ũ{x(tk)} = ∅

x(tk) < IM x(tk +µ1(x(tk))) ∈ IM u ∈
Uµ1(x(tk)){x(tk)} t̄ ∈ [1,µ1(x(tk))] t̂ ∈ [1,µ2(x(tk))]

Case 2: ,  and .  In this
case, , ,  and  for  any 

, any  and ,
 

ϕ
(
(Lu)t̄ x(tk)

)
−ϕ
(
(Lu)t̄−1x(tk)

)
< 0 (16)

 

ϕ(x(tk +µ1(x(tk)))) = 0 (17)
 

ϕ
(
(Lu)t̂ x(tk +µ1(x(tk)))

)
, 0. (18)

π(x(tk))
µ1(x(tk)) tk+1 = tk +µ1(x(tk)) U{x(tk)} = Uµ1(x(tk))×

Immediately, (16) ensures the minimum time. Further, (17)
and  (18)  mean  that  the  maximal  interval  should  be

. That is  and 
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GFig. 3.     The STG  of BCN (10) in Example 1 consisting of 30 SCCs. Each color represents an SCC.
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{x(tk)} x(tk+1) ∈ IM, which yields that .
µ1(x(tk)) > 0 µ2(x(tk)) > 0 Ũ{x(tk)} , ∅

x(tk) < IM x(tk +µ1(x(tk))) ∈ IM u ∈
Ũ{x(tk)} t̄ ∈ [1,µ1(x(tk))] t̂ ∈ [0,µ2(x(tk))]

Case 3: ,  and .  In this
case, , ,  and  there  exists 

 such that for any  and ,
 

ϕ
(
(Lu)t̄ x(tk)

)
−ϕ
(
(Lu)t̄−1x(tk)

)
< 0 (19)

 

ϕ
(
(Lu)t̂ x (tk +µ1(x(tk)))

)
= 0. (20)

π(x(tk))
µ1(x(tk))+µ2(x(tk)) tk+1 = tk +µ1(x(tk))+

µ2(x(tk)) U{x(tk)} = Ũ{x(tk)} x(tk+1) ∈
IM

Similarly,  (19)  makes  sure  the  minimum time.  Inequalities
(19)  and  (20)  indicate  that  the  maximal  interval 
should  be .  Then, 

 and ,  which  implies  that 
.

µ1(x(tk)) > 0 µ2(x(tk)) = 0 x(tk) <
IM x(tk +µ1(x(tk))) < IM Ûµ2(x(tk)){x(tk+
µ1(x(tk)))} = ∅ Ũ{x(tk)} = ∅ u ∈ Uµ1(x(tk))×
{x(tk)} π(x(tk)) U{x(tk)}

Case  4:  and .  In  this  case, 
 and ,  which  means 

,  and  thus .  For  any 
,  condition  (16)  still  holds.  Thus,  and 

should also be determined by (14) to guarantee the minimum
time and minimum triggering. Then, we have
 {

x(tk+1) = x(tk +µ1(x(tk))) < IM
ϕ(x(tk)) > ϕ(x(tk +1)) > · · · > ϕ(x(tk+1)) > 0.

k̂
ϕ(x(tk+k̂)) > 0 ϕ(x(tk+k̂ +µ1(x(tk+k̂)))) = 0 x(tk+k̂) <
IM x(tk+k̂ +µ1(x(tk+k̂))) ∈ IM

Repeating  the  process  above,  there  must  exist  such  that
 and ,  i.e., 

, .  So, this boils down to Case 2
or Case 3, both of which ultimately evolve into Case 1.

x(0) = x(t0)
IM

IM

In  conclusion,  Cases  1−4  show  that  for  any  initial  state
,  under  OLSTC  (4)  designed  by  (13)−(15),  the

state trajectory of BCN (2) will enter into  and then stay at
 in minimum time and minimum triggering. ■

From Theorem 1, we have the following result for SFSTCs
naturally.

M π̄1(x(tk))
Corollary 2: SFSTC (5) is a minimum-time and minimum-

triggering -stabilizer,  if  and  only  if K and  are
designed by
 {π̄1(x(tk)) = π(x(tk))

Col j(K) ∈ U{δi2n }, i ∈ [1,2n]

π(x(tk)) U{δi2n }where  and  are designed in Theorem 1.

M
In  terms  of  the  output  information,  we  further  discuss  the

OFSTC -stabilizer based on Theorem 1 and Corollary 2.

M j ∈ [1,2p]
Υ j = {i|[Col j(HT )]i = 1} , ∅ ∩

i∈Υ j U{δi2n } , ∅

π̄2(y(tk))

Theorem 2: OFSTC (6)  is  a  minimum-time and minimum-
triggering -stabilizer,  if  and  only  if  for  any ,

 implies .  More-
over,  if  the  above-mentioned  condition  holds,  then G and

 should be designed by
 

Col j(G) ∈
{∩

i∈Υ j U{δi2n }, Υ j , ∅
∆2m , Υ j = ∅

and
 

π̄2(y(tk)) =min{π(x(tk))|x(tk) ∈ ∆2n ,yT (tk)Hx(tk) = 1}.
u(t) =Gy(tk) =GHx(tk)

G = δ2m [ϱ1,ϱ2, . . . ,ϱ2p ]
H = δ2p [h1,h2, . . . ,h2n ] GH = δ2m [ϱh1 ,ϱh2 , . . . ,ϱh2n ]

G ∈ L2m×2p

K = δ2m [κ1,
κ2, . . . , κ2n ] hi = hi′ i , i′ κi = κi′

Proof: Since , we see that an OFSTC
is  a  special  SFSTC.  Assume  and

. In view of ,
there exists an output-feedback gain matrix , if and
only  if  there  exists  a  state-feedback  gain  matrix 

 such  that ,  implies .  Note  that

Υ j , ∅ hi = j i ∈ Υ j

M
Υ j , ∅

∩
i∈Υ j U{δi2n } , ∅ Col j(G)

Υ j , ∅
∩

i∈Υ j U{δi2n }
Col j(G) Υ j = ∅ ∆2m

yT (tk)Hx(tk) = 1
x(tk) y(tk)

π̄2(y(tk))
π(x(tk))

yT (tk)Hx(tk) = 1

 means  that  holds  for  all .  Consequently,
based  on  Theorem  1  and  Corollary  2,  OFSTC  (6)  is  a  mini-
mum-time and  minimum-triggering -stabilizer,  if  and  only
if  implies . Meanwhile,  corre-
sponding  to  takes  value  from ,  and

 corresponding  to  can  take  any  value  in .
Clearly,  if and only if the corresponding out-
put of  is . Thus, to guarantee the minimum time and
minimum triggering, the triggering interval  should be
determined  as  the  minimum  value  of  satisfying

. ■
In  the  above,  we  have  designed  the  time-optimal  and  trig-

gering-optimal  OLSTCs,  SFSTCs  and  OFSTCs  for  set  stabi-
lization. Another interesting problem is the number of trigger-
ing moments for the STCs, which is discussed as follows.

M

Si
N i ∈ [1,α]

Proposition  3: The  number  of  triggering  moments  of -
stabilizers (4)−(6) can be finite if and only if for the non-triv-
ial SCC ,  satisfying
 

Lux < IM, ∀u ∈ ∆2m\Û1{x}, ∀x ∈ Si
N (21)

the following condition holds:
 

Û|Si
N |
{x} , ∅, ∀x ∈ Si

N . (22)

M
x(0) Si

N x(0)
Si

N Si
N Si

N
Si

N ∆2n\IM

Si
N = {x1, x2, . . . , x|S

i
N |}

Proof: Since BCN (2) is -stabilizable, for any initial state
,  there  exists  an  such  that  ultimately  enters  into

 in a finite time and stay in  after that. The states in 
satisfying (21) either remain in  or evolve into  in
the next step. Therefore, guaranteeing a finite number of trig-
gering  moments  is  equivalent  to  guaranteeing  all  states  in

 satisfying (21)  have a  common control
u such that
 

Luxi = xi+1, i = 1,2, . . . , |Si
N | −1 (23)

 

Lux|S
i
N | = Lux1. (24)

It is not hard to find that (23) and (24) are equivalent to
 

ϕ((Lu)t x) = 0, ∀t ∈ [0, |Si
N |], ∀x ∈ Si

N . (25)

Evidently, (25) holds if and only if (22) holds, which com-
pletes the proof. ■

Remark 3: Proposition 3 emphasizes that the number of trig-
gering moments of the self-triggered set stabilizers is not nec-
essarily  finite.  This  is  different  from  the  self-triggered  stabi-
lization,  which  must  have  a  finite  number  of  triggering
moments  is  finite.  It  can  be  regarded  as  a  special  feature  of
self-triggered  set  stabilization  distinguishing  from  self-trig-
gered stabilization.

Remark  4: Comparisons  with  existing  STC  methods  for
BCNs:

1) In [32]–[34],  the self-triggered strategy is  only designed
for  stabilization  problem,  which  is  not  suitable  for  set  stabi-
lization  problem.  In  this  paper,  the  proposed  self-triggered
strategies for set stabilization can also be used to stabilization
problem,  which  indicates  that  the  research  content  of  this
paper is more general and applicable than [32]–[34].

u(t) = Kx(t)
2) A precondition for designing STCs in [33] is that a state-

feedback  controller  is  utilized  as  a  prior.  This
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means  that  to  design  an  STC  using  the  method  proposed  in
[33],  one  needs  to  design  a  state-feedback  controller  in
advance,  which  is  redundant.  Although [34] adopts  a  model-
free pattern, the main idea of [34] follows that of [33]. In com-
parison, our approach avoids this deficiency.

3) The STCs designed in this paper are minimum-time and
minimum-triggering,  which cannot  be solved by the methods
in [32]–[34].  Moreover,  our  approach  provides  an  unified
framework to design OLSTCs, SFSTCs and OFSTCs succes-
sively. But in [32]–[34], only OLSTCs or SFSTCs are consid-
ered.

O(ω22n) O(22n)
x(tk) ∈ ∆2n U{x(tk)} π(x(tk))

O((ω2+

|IM|2)23n+m) O(22n+m) ω ∈ [1,2n]
ω+ |IM| ≤ 2n

O(25n+m) O(22n+m)

Remark  5  (Computational  complexity  analysis  of  the  STC
design): To design STCs, we first need to iteratively calculate
a series of vectors by (11), the time and space complexities of
which are  and , respectively. And then, for all

,  we  need  to  calculate  and  by
(13)−(15),  which  takes  time  and  space  complexities 

 and , respectively. Owing to 
and , the total time complexity for designing all
possible  minimum-time  and  minimum-triggering  STCs  is

, and the space complexity is .

L = δ8[8, 8, 8, 8, 8, 8,
8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8,
8, 8, 8, 1, 1, 1, 5, 3, 3, 3, 7, 1, 1, 1, 5, 3, 3, 3, 7, 3, 3, 3, 7,
4, 4, 4, 8, 4, 4, 4, 8, 4, 4, 4, 8] H = δ2[1,2,2,2, 1,2,2,2]

Example 2: Consider a programmable logic circuit shown in
Fig.  4.  A  programmable  logic  device  refers  to  any  type  of
integrated circuit  used for implementing hardware,  where the
chip  can  be  configured  by  the  end  user  to  realize  different
designs [39].  Compared  to  a  fixed  logic  device,  pro-
grammable logic device has shorter development cycle, lower
development  cost,  higher  scalability,  and  more  flexibility  for
subsequent  functional  upgrades,  and  thus  it  is  preferred  and
widely used by industries such as electronics and communica-
tion. From Fig. 4, one can model this circuit as a BCN in the
form  of  (2)  with  structure  matrices 

 
 

 and  .

M = {δ18, δ58} M

u(t0) ∈ {δ58, δ
6
8}

π(x(t0)) =∞ ∀x(t0) ∈ ∆8 28

22

Suppose  that  the  goal  is  to  make  the  output  of  this  circuit
constant  at  1  after  a  certain  time.  Accordingly,  taking

, one can verify that the circuit is -stabilizable.
Then,  we  aim  to  design  the  self-triggered  set  stabilizers.
Through  routine  calculations,  the  minimum-time  and  mini-
mum-triggering  OLSTCs  is  of  the  form: ,

, .  Immediately,  there are a total  of 
and  minimum-time  and  minimum-triggering  SFSTCs  and
OFSTCs, respectively
 

u(t) = Kx(t0), t ∈ [t0,∞) (26)
 

u(t) =Gy(t0), t ∈ [t0,∞) (27)
Coli(K),Col j(G) ∈ {δ58, δ

6
8} ∀i ∈ [1,8], j ∈ [1,2]with , .

Using the method of [40], one can design the following state
feedback controller:
 

u(t) = δ8[5,7,5,7,5,6,5,6]x(t) (28)
M = {δ18, δ58}

δ28
M = {δ18, δ58}

which  can  stabilize  the  system  to  set .  The  state
trajectories under STC (26) and state feedback controller (28)
are shown in Fig.  5.  Clearly,  the initial  state  can be stabi-
lized to set  in 2 steps under STC (26), but it takes
3  steps  under  state  feedback  controller  (28),  which  indicates

u(t) = δ8[5,6,6,5,5,6,6,5]x(tl) 2l ≤ t < 2(l+1)
l ∈ N u(t) = δ2[5,6]y(t)

M

[0,100]

the  efficiency  of  our  STC  method.  Besides,  to  further  show
the superiority  of  the  developed STC method,  employing the
methods in [12], [13] and [14], [41],  we design the sampled-
data  control , ,

 and  output  feedback  control ,  both  of
which  can  guarantee  the -stabilization  in  minimum  time.
However, the resource waste that they produce is unavoidable
due to unnecessary samples passed to the controller. The inter-
execution  intervals  of  the  sampled-data  control  and  output
feedback  control  are  presented  in Fig.  6.  One  sees  that  the
sampled-data  control  and  output  feedback  control  need  to  be
updated 51 and 101 times, respectively, in the  period,
whereas the STCs (26) and (27) only need to be updated once.
This  means  that  the  self-triggering  implementations  can  sig-
nificantly reduce system resource usage.  

VI.  Applications

In this section, the self-triggered set stabilization is applied

 

AND array

OR array

CLK

Register

Register

Register

x1(t)

u1(t)

u2(t)

u3(t)

x2(t)

y(t)

x3(t)

 
Fig. 4.     A logic circuit with feedback paths.
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Fig. 5.     State trajectories under STC (26) and state feedback controller (28)
in Example 2.
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to  three  typical  set  stabilization  problems  including  synchro-
nization,  output  tracking  and  output  regulation  of  BCNs.  As
above-mentioned,  they  are  a  class  of  fundamental  control
problems  existing  widely  in  engineering  practice,  and  have
wide applications  in  biological  systems,  multi-agent  systems,
communication systems and other fields.  

A.  Self-Triggered Synchronization
Consider the following drive BN and response BCN:

 

x(t+1) = Lxx(t) (29)
 

z(t+1) = Lzu(t)x(t)z(t) (30)
x(t),z(t) ∈ ∆2n

u(t) ∈ ∆2m

where  are  the  states  of  (29)  and  (30),  respec-
tively, and  is the input of (30). Then, the notion of
synchronization for drive-response BCNs is introduced.

x0 z0
T (x0,z0,U)

x(t; x0) = z(t; x0,z0,U) ∀t ≥ T (x0,z0,U)

Definition  5 [17]: Drive  BN  (29)  and  response  BCN  (30)
are said to be synchronized, if for any initial states  and ,
there  exist  a  control  sequence U and  an  integer 
such that , .

χ(t) = x(t)z(t) ∈ ∆22nLet . Then an augmented system can be
derived as follows:
 

χ(t+1) = Lχu(t)χ(t) (31)
Lχ = Lx(1T

2m ⊗ I2n ⊗1T
2n )∗Lz ∈ L22n×2m+2n

Ms = {δ(i−1)2n+i
22n |i = 1,2, . . . ,2n}

Ms

where .  Denote  by
  the  synchronized  state  set.

Then the drive BN (29) and response BCN (30) are synchro-
nized  if  and  only  if  system  (31)  is -stabilizable.  Subse-
quently,  the  results  obtained  in  Sections  IV  and  V  can  be
applied  to  solve  the  synchronization  problem  by  designing
corresponding STCs.

Example  3: Consider  the  following  coupled  biochemical
oscillators which were proposed in [17]:
 

C1(t+1) = ¬X1(t)
M1(t+1) =C1(t)
X1(t+1) = M1(t)

(32)

 
C2(t+1) = ¬X2(t)∨¬X1(t)
M2(t+1) =C2(t)
X2(t+1) = M2(t)∨u(t)

(33)

Ci,Mi,Xi ∈ B
i = 1,2 u ∈ B

where  represent  the  cyclin,  cdk  and  cdk-acti-
vated  ubiquitin  ligase,  respectively, ,  and  is  an
input.  It  is  easy  to  derive  the  augmented  system  (31)  with

Lχ ∈ L64×128 Ms = {δ(i−1)23+i
26 | i ∈ [1,8]} = {δ164,

δ10
64, δ

19
64, δ

28
64, δ

37
64, δ

46
64, δ

55
64, δ

64
64}

IMs =Ms , ∅ Ms

.  Immediately,  
.  By  Propositions  1  and  2,  we

get  that ,  and (31)  is -stabilizable,  i.e.,  (32)
and (33) are synchronized.  Then,  we aim to design the mini-
mum-time and minimum-triggering STCs for the synchroniza-
tion of (32) and (33). Based on Theorem 1, we can design the
minimum-time and minimum-triggering OLSTC for synchro-
nization, which is shown in Table II. Consequently, there is a
unique minimum-time and minimum-triggering SFSTC
 

u(t) = Kx(tk), t ∈ [tk, tk+1−1], tk+1 = tk +π(x(tk))
K ∈ L2×64 π(x(tk))where  and  are determined by

 
Coli(K) = δ12, δ

i
64 ∈ Γ1

∪
Γ2
∪
Γ3
∪
Γ4

Coli(K) = δ22, δ
i
64 ∈ Γ5

π(x(tk)) = j, x(tk) ∈ Γ j, j = 1,2,3,4
π(x(tk)) =∞, x(tk) ∈ Γ5.

δ22
64

[0,50]

Taking  the  approaches  of [17], [42],  one  can  also  design
corresponding  sampled-data  control  and  state  feedback  con-
trol  to  make  drive  BN  (32)  and  response  BCN  (33)  achieve
synchronization,  but  the  sample  frequencies  of  them  are
higher than our STC scheme. For instance, taking initial state

,  the  inter-execution intervals  of  three  kinds  of  controllers
in  period are shown in Fig. 7, from which, the sampled-
data control and state feedback control need to be updated 10
and  51  times,  respectively,  while  the  STC  only  needs  to  be
updated twice.  

B.  Self-Triggered Output Tracking and Output Regulation
Consider BCN (2) and the following reference BN:

 {
x̃(t+1) = L̃x̃(t)

ỹ(t) = H̃ x̃(t)
(34)

x̃(t) ∈ ∆2ñ ỹ(t) ∈ ∆2pwhere  and  are the state and output of (34).
The output tracking and output regulation problems are intro-
duced as follows.

y∗ = δα2p ∈
∆2p

x0 ∈ ∆2n

T (x0,U) > 0 y(t) = y∗ ∀t ≥ T (x0,U)

Definition 6 [18], [19]: 1) Given a reference signal 
, the output tracking problem of BCN (2) is solvable, if for

any initial state , there exist a control sequence U and
an integer  such that , .

x0 ∈ ∆2n

T (x0,U) > 0
y(t) = ỹ(t) ∀t ≥ T (x0,U)

2) The output regulation problem of BCN (2) and reference
BN (34) is solvable, if for any initial state , there exist
a  control  sequence U and  an  integer  such  that

, .
Mo = {δi2n |Coli(H) = y∗}

Mo

Set . Then the output tracking prob-
lem  is  solvable,  if  and  only  if  BCN  (2)  is -stabilizable.
Combining  with  BCN  (2)  and  reference  BN  (34),  we  derive
the following augmented BCN:
 {

χ̃(t+1) = Lχ̃u(t)χ̃(t)
yχ̃(t) = Hχ̃χ̃(t)

(35)

χ̃(t) = x(t)x̃(t) ∈ ∆2n+ñ yχ̃(t) = y(t)ỹ(t) ∈ ∆22p Lχ̃ =
L(I2m+n ⊗1T

2ñ )∗ L̃(1T
2m+n ⊗ I2ñ ) ∈ L2n+ñ×2n+ñ+m Hχ̃ = H(I2n⊗

1T
2ñ )∗ H̃(1T

2n ⊗ I2ñ ) ∈ L22p×2n+ñ Mõ =
∪2p

j=1Θ j

Θ j = {δi2n+ñ |Coli(Hχ̃) = δ( j−1)2p+ j
22p }

Mõ

where , , 
 and 

.  Assume ,  where
.  Then,  the  output  regulation

problem is solvable, if and only if system (35) is -stabiliz-
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Fig. 6.     Inter-execution  intervals  of  the  sampled-data  control  and  output
feedback control for Example 2.
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able.  On  the  basis  of  these,  one  can  design  corresponding
STCs for output tracking and output regulation.

Example  4: Consider  the “minimal” model  of  the  lactose
operon in Escherichia coli [19]
 

x1(t+1) = ¬u1(t)∧ (x3(t)∨u2(t))
x2(t+1) = x1(t)
x3(t+1) = ¬u1(t)∧ ((x2(t)∧u2(t))

∨(¬x2(t)∧x3(t)))
y(t) = x1(t)

(36)

x1,x2,x3 ∈ B
u1,u2 ∈ B

where  denote  the  mRNA,  lacZ  polypeptide,
intracellular  lactose,  and  are  the  external  glucose
and external lactose, respectively. The reference BN is another
model for the lactose operon in Escherichia coli [19]
 

x̃1(t+1) = x̃3(t)
x̃2(t+1) = x̃1(t)
x̃3(t+1) = x̃3(t)∨ (x̃2(t)∧ x̃4(t))
x̃4(t+1) = x̃5(t)∨ (¬x̃2(t)∧ x̃4(t))
x̃5(t+1) = x̃1(t)
ỹ(t) = x̃1(t)

(37)

x̃1, x̃2, x̃3, x̃4, x̃5 ∈ Bwhere  are  the  mRNA, β-galactosidase,
allolactose,  intracellular  lactose  and  lac  permease,  respec-
tively.

y∗ = δ12

Mo = {δ18, δ28, δ38, δ
4
8} IMo =

Mo , ∅ Mo

1) Given the reference signal , we discuss the output
tracking  of  BCN  (36).  Through  routine  calculations,  we  get

. By Propositions 1 and 2, we have 
,  and (36)  is -stabilizable,  i.e.,  the  output  tracking

problem of (36) is solvable. Next, we design the STCs for the
output  tracking.  In  fact,  it  can  be  obtained  from  Theorem  1
that there is a unique minimum-time and minimum-triggering

u(t) = u(t0) = δ34 t ∈ [t0,∞)STC: , .

Mõ =
∪2

j=1Θ j = {δi28 |Coli(Hχ̃) =
δ14 or Coli(Hχ̃) = δ44}

IMõ =Mõ , ∅ Mõ

664

u(t) = Kx(tk) t ∈ [tk, tk+1−1] tk+1 = tk +π(x(tk))
K ∈ L4×256 π(x(tk))

2)  Consider  the  output  regulation  of  BCN  (36)  and  refer-
ence BN (37). First, we can convert (36) and (37) into the aug-
mented system (35). And then, 

 can be derived. By Propositions 1 and 2,
we get  that ,  and (35) is -stabilizable.  That
is, the output regulation problem of (36) and (37) is solvable.
Skipping  some  tedious  steps,  the  minimum-time  and  mini-
mum-triggering OLSTC can be designed for the output regu-
lation of (36) and (37), which is shown in Table III.  Further-
more,  minimum-time  and  minimum-triggering  SFSTCs
are obtained: , , ,
where  and  are determined by
 

Coli(K) = δ34, δi256 ∈ Γ̃1

Coli(K) ∈ {δ14, δ24}, δi256 ∈ Γ̃2
∪
Γ̃4
∪
Γ̃5

Coli(K) ∈ {δ14, δ24, δ44}, δi256 ∈ Γ̃3
∪
Γ̃6
∪
Γ̃7

π(x(tk)) = 1, x(tk) ∈ Γ̃4
∪
Γ̃6

π(x(tk)) = 2, x(tk) ∈ Γ̃5
∪
Γ̃7

π(x(tk)) =∞, x(tk) ∈ Γ̃1
∪
Γ̃2
∪
Γ̃3.

4240

But,  there  is  no  minimum-time  and  minimum-triggering
OFSTC for the output regulation of (36) and (37). In compari-
son,  state  feedback  controllers  were  obtained  in [19].
Although the number of  controllers  obtained in [19] is  abun-
dant,  continuous updating of the controllers leads to resource
waste  inevitably.  Fortunately,  the  minimum-time  and  mini-
mum-triggering  STCs  designed  in  this  paper  can  effectively
deal with this issue.  

VII.  Concluding Remarks

In  this  paper,  set  stabilization  of  BCNs  and  corresponding
STC  strategies  have  been  investigated.  Using  Tarjan’s  algo-
rithm, we have given graph-theoretical  conditions for set  sta-
bilization based on SCCs. In light of a characteristic function,
we  have  designed  the  minimum-time  and  minimum-trigger-
ing OLSTCs, SFSTCs and OFSTCs for set stabilization. Com-
pared  with  the  existing  works,  the  graph-theoretical  criteria
have  reduced  the  computational  complexity  (Remark  2),  and
our  design  approach  for  STCs  is  more  general  and  effective
(Remark 4). Meanwhile, several crucial applications: self-trig-
gered  synchronization,  output  tracking  and  output  regulation
have been also considered.

As  already  pointed  out,  STCs  are  of  great  research  impor-
tance  in  reducing  energy  consumption  and  saving  network
resources. In this study, only self-triggered set stabilization is

 

TABLE II 
The OLSTC Strategy in Example 3

Initial states Triggering moments Corresponding controls

Γ1 =
{
δ364, δ

39
64, δ

47
64, δ

48
64

}
t0 = 0, t1 = 1 u(t0) = δ12, u(t1) = δ22

Γ2 =
{
δ564, δ

7
64, δ

21
64, δ

23
64, δ

35
64

}
t0 = 0, t1 = 2 u(t0) = δ12, u(t1) = δ22

Γ3 =
{
δ464, δ

6
64, δ

8
64, δ

11
64, δ

12
64, δ

13
64, δ

14
64, δ

15
64, δ

16
64, δ

36
64, δ

40
64

}
t0 = 0, t1 = 3 u(t0) = δ12, u(t1) = δ22

Γ4 =
{
δ22

64, δ
24
64, δ

29
64, δ

30
64, δ

31
64, δ

32
64

}
t0 = 0, t1 = 4 u(t0) = δ12, u(t1) = δ22

Γ5 =
{
δ164, δ

2
64, δ

9
64, δ

10
64, δ

17
64, δ

18
64, δ

19
64, δ

20
64, δ

25
64, δ

26
64, δ

27
64, δ

28
64, δ

33
64, δ

34
64, δ

37
64, δ

38
64, δ

41
64, δ

42
64, δ

43
64,

δ44
64, δ

45
64, δ

46
64, δ

49
64, δ

50
64, δ

51
64, δ

52
64, δ

53
64, δ

54
64, δ

55
64, δ

56
64, δ

57
64, δ

58
64, δ

59
64, δ

60
64, δ

61
64, δ

62
64, δ

63
64, δ

64
64

}  
  t0 = 0 u(t0) = δ22
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Fig. 7.     Inter-execution intervals of the sampled-data control, state feedback
control and STC for Example 3.
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considered. There are still a lot of classical control problems,
such  as  observability,  detectability  and  disturbance  decou-
pling, deserving further investigation. On the other hand, it is
also  interesting  and  significant  to  scale-up  the  STC  method
proposed  in  this  paper  to  large-scale  BNs  by  combining  the
network  structures  with  pinning  control [16],  network  aggre-
gation [43] and bisimulation [44].
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