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ABSTRACT
Dialogue system is designed to converse with humans in a natural
way. As an essential part of dialogue system, dialogue generation
aims to generate proper response given historical context. Recently,
sequence-to-sequence (seq2seq) based models have achieved great
success but suffer from ungrammatical problems. In this paper,
we propose a Syntax-aware Dialogue Generation (SynDG) model
that incorporates syntactic information to generate grammatical re-
sponses with an encoder-decoder framework. Specifically, we first
construct a syntax-graph with a dependency parser on the dialogue
corpus. Then, we employ three graph embedding algorithms to
learn syntactic word representations as the input of seq2seq frame-
work. Furthermore, we devise training strategies to predict syntactic
structure of the sentence for sufficient syntax understanding. Our
empirical study on two multi-turn dialogue datasets demonstrates
the effectiveness of SynDG in generating natural and grammatical
responses.
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1 INTRODUCTION
Open domain dialogue system aims at providing entertainment for
users by generating “human-like” responses. It has a wide range of
applications on social chatbots such as Microsoft XiaoIce [20] and
Amazon Alexa [17]. Thanks to the rapid advancements in sequence-
to-sequence (seq2seq) modeling techniques, data-driven approaches
have drawn increasing research attentions and achieved significant
progress recently.
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Figure 1: Examples of dependency parsing. The dependencies
between tokens “a” and “living” vary given different contexts.

Despite all these achievements, seq2seq models face the chal-
lenges of being generic and ungrammatical. Most previous works
focused on addressing the former issue by grounding the generation
in external information [18, 31] or proposing new objective func-
tions to measure the mutual dependence between the context and
responses [8]. However, very little is studied to consider word’s syn-
tactic properties, which is pre-requisite for the system to converse
with users smoothly.

In order to generate grammatical responses, it is important to
disclose the way that words are combined to constitute sentences
and how the information of sentences is governed [30]. Depen-
dency parsing (DP), referring to uncovering the internal structural
relations between tokens in a sequence, is normally employed to
analyze the grammatical structure of sentence. For example, [13] ex-
tracted graph-structured features derived from dependency parsing
to evaluate the quality of machine translation. [29] treated argu-
ment mining (AM) as a dependency parsing problem to analyze the
argument structure for a sentence in a neural end-to-end manner.
[28] framed factuality assessment as a model dependency parsing
task to identify the events and their sources.

In this paper, we develop a Syntax-aware Dialogue Generation
network (SynDG) upon the seq2seq framework for grammatical
response generation. To be specific, motivated by [13], a syntac-
tic graph is constructed on the whole dialogue corpus using a
dependency parser to capture relations between words of input
sentences. In the graph, vertices and edges represent tokens and
dependencies between them respectively. Then, we employ three
graph embedding learning algorithms, including TransE, TransR
and graph attention network (GAT), to learn word representations,
which are fed into the seq2seq framework to generate responses.
Unfortunately, the static word embeddings can not capture the
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dynamic syntactic relationships between tokens across various con-
texts, as shown in Fig. 1. Thus, we introduce training strategies
with two subtasks, including dependency labels and directional
edges prediction, to pre-train the model together with embeddings.
To conclude, our contributions can be summarized as follows.

• We propose a novel model named SynGAT that integrates de-
pendency parsing and graph embedding learning algorithms
to learn syntactic word representations for grammatical dia-
logue generation.

• We introduce new training strategies to model complex syn-
tactic dependency relations between words. To the best of
our knowledge, this is the first work that apply dependency
parsing for dialogue generation.

• We conduct comprehensive experiments on two multi-turn
dialogue datasets Holl-E and DailyDialog. Experimental re-
sults and further ablation studies demonstrate the effective-
ness of our proposed method.

2 RELATEDWORK
2.1 Dialogue system
Dialogue systems have attracted sensational attentions in both
academy and industry communities with a wide range of applica-
tion prospects, such as Eliza [27], Alice [4] and Microsoft XiaoIce
[20]. Early systems applying hand-crafted rules to imitate human
behaviors are constrained to certain environment [11]. Recently,
there emerges a new trend that models the dialogue generation as
a seq2seq framework and train it in a end-to-end manner. How-
ever, these methods still suffer from generic and non-informative
problems. To address that, various approaches have been proposed
including diversity enhancement [5, 8], enlarging model scales
[3, 16] and grounding external knowledge [18, 31]. Nevertheless,
how to generate grammatical sentences remains to be a challenge.
One approach is to manually label incorrect sentences and train
the model to detect and correct ungrammatical pieces, which is
expensive and time-consuming. The other approach is to produce
synthetic instances using deep learning techniques [21, 22]. Both
approaches overlook the syntactic information. Besides, the per-
formance is highly related to the quality of annotated dataset. In
this paper, we integrate dependency parsing and graph attention
networks to learn syntactic word representations for grammati-
cal response generation without requiring extra ungrammatical
annotations.

2.2 Graph embedding learning
Graph is a kind of non-Euclidean data structure with rich rela-
tion (edges) information among objects (nodes). Recently, there
is a large number of applications that represent data in the form
of graphs, such as biology, citations and social networks. Graph
neural network (GNN), which employs deep learning algorithms
to address graph-related tasks in an end-to-end manner, mainly
focuses on tasks including node classification, link prediction and
clustering. Recently, there emerges a lot of graph learning works
that embed discrete vertices into a continuous vector space. For
example, TransE [2] regarded relations as translations that connect
head and tail entities in the embedding space. However, TransE
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Figure 3: Dependency parsing for sentence “I am a doctor”.

can only handle one-to-one mappings while has difficulty in deal-
ing with one-to-many mappings. Thus, [26] introduced TransH
that models relations as a hyperplane, on which the translation
from head to tail is operated. [10] further proposed to build entity
and relations in distinct spaces to extend modeling flexibility. As a
special architecture of GNN, graph attention network (GAT) [24]
computed node representations in the graph by attending over its
neighbors, allowing the most important part to be focused. Previous
researches usually applied recurrent neural network (RNN) or trans-
former [23] to model sequences, which is effective when operating
on regular Euclidean space while is incapable of dealing with graph
data. In this paper, to incorporate syntax information into response
generation, we construct a syntactic graph and employ three graph
embedding learning algorithms to learn word representations.

3 SYNTAX-AWARE DIALOGUE GENERATION

Encoder

Context Response

(Shifted Right)


Decoder

Syntax Parsing

Syntax-aware Embedding

Seq2seq

Figure 2: Overview architecture of SynDG.

The overview architecture of our proposed method is presented in
Fig. 2, which can be mainly divided into three components, includ-
ing (1) syntax-aware embedding converting dialogue inputs to into
dense vectors, (2) seq2seq generating responses given encoded con-
text and (3) syntax parsing predicting dependencies among words
in a sentence. In the following section, we will introduce them
systematically.

3.1 Syntax-aware embedding
In order to extract syntactic information between words in a sen-
tence, we build syntax-aware embedding in the following steps.

Given a dialogue corpus, all words in the vocabulary are regarded
as a vertex of the graph. The edges are represented as the syntactic
relationships between words in dependency trees, as shown in Fig.
3. The graph is stored in the form of triplets (ℎ, 𝑟, 𝑡), where ℎ and
𝑡 short for head and tail are words in the vocabulary, 𝑟 short for
relation is dependency relation label predefined in the parser. For
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(a) Dependency parsing on dialogue corpus

(b) Syntax graph
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Figure 4: Adjacency matrix construction

example, as shown in Fig. 3, the sentence “I am a doctor” can be
transformed to three triplets, i.e., (𝑎𝑚,𝑛𝑠𝑢𝑏 𝑗, 𝐼 ), (𝑎𝑚, 𝑎𝑡𝑡𝑟, 𝑑𝑜𝑐𝑡𝑜𝑟 )
and (𝑑𝑜𝑐𝑡𝑜𝑟, 𝑑𝑒𝑡, 𝑎).

In this paper, we employ three graph embedding algorithms,
including TransE [2], TransR [10] and graph attention network
(GAT) [24], to learn syntax-aware word representations.

TransE. TransE represents a relation by a translation vector r
that connects two entities to form a triplet with high plausibility.
Concretely, if a (ℎ, 𝑟, 𝑡) is a golden triplet that exists in the graph G,
then the embedding of the tail entity t can be transformed to the
embedding of the head entity h by adding r, i.e., h+ r ≈ t, otherwise
the opposite. To this end, the objective is to minimize the following
margin-based ranking criterion over the training set:

L =
∑︁

(ℎ,𝑟,𝑡 ) ∈G

∑︁
(ℎ′,𝑟 ,𝑡 ′ )∉G

[𝛾 + 𝑓𝑟 (h, t) − 𝑓𝑟 (h′, t′)]+ (1)

where 𝛾 > 0 is a hyper-parameter, [𝑥]+ ≜ max(0, 𝑥), 𝑓𝑟 (h, t) =

∥h+ r− t∥ℓ2 . (ℎ′, 𝑟 , 𝑡 ′) is a corrupted triplet constructed by negative
sampling.

TransR. One major problem of TransE is that it models embed-
dings of the entities and relations in the same space, which is insuf-
ficient for modeling. To address that issue, TransR proposes to build
entity and relation in distinct spaces by projecting entities from
entity space to relation space and connecting the projected entities
with relations. Mathematically, the score function is defined as:

𝑓𝑟 (h, t) = ∥h𝑟 + r − t𝑟 ∥ℓ2 (2)

where h𝑟 = hM𝑟 , t𝑟 = tM𝑟 ,M𝑟 is a projection matrix.

GAT. As shown in Fig. 4, given all triplets of the dialogue corpus,
we convert them into adjacent matrix A ∈ R |𝑉 |× |𝑉 | as follows:

𝑎𝑖 𝑗 =

{
1 𝑖 = 𝑗 or (𝑣𝑖 , 𝑣 𝑗 ) ∈ G
0 (𝑣𝑖 , 𝑣 𝑗 ) ∉ G (3)

where |𝑉 | is the number of vertex in the graph, 𝑎𝑖 𝑗 is the value at
the 𝑖𝑡ℎ row, 𝑗𝑡ℎ column in A. 𝑣𝑖 is the 𝑖𝑡ℎ node, (𝑣𝑖 , 𝑣 𝑗 ) denotes the
edge from 𝑣𝑖 to 𝑣 𝑗 .

After obtaining the adjacency matrix, we discard the relation
between two entities and represent each node embedding h𝑖 ∈ R𝑑𝑚
by attending over its neighbors.
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Figure 5: Architecture of transformer.

h𝑖 = tanh(
∑︁
𝑗∈N𝑖

𝛼𝑖 𝑗Wh𝑗 ) (4)

𝛼𝑖 𝑗 =
exp(h𝑇

𝑖
h𝑗 )∑

𝑘∈N𝑖
exp(h𝑇

𝑖
h𝑘 )

(5)

where 𝑑𝑚 is the dimension of embeddings,N𝑖 denotes the neighbor
of node 𝑖 .

3.2 Seq2seq
The seq2seq framework is composed of a encoder and a decoder,
which are implemented by transformer [23]. As shown in Fig. 5,
the encoder is composed of two sub-layers. The first sub-layer is
the multi-head self-attention [23] that captures semantic depen-
dencies and the second one is a feedforward neural network (FFN).
In addition to the aforementioned two sub-layers, the decoder in-
serts a multi-head cross attention sub-layer between them, which
calculates attention distributions from response to the output of
encoder. For the first sub-layer, the decoder masks future tokens to
prevent information from flowing to subsequent positions. Notably,
each sub-layer is followed by a residual connection [6] and layer
normalization [1].

Given the dialogue context X = {𝑥1, 𝑥2, · · · , 𝑥𝑛} with 𝑛 words
(utterances from different turns will be concatenated by a special
toke [SEP]), we first map them into dense vectors x𝑖 ∈ R𝑑𝑚 us-
ing the syntax-aware embeddings. Then the encoder takes these
vectors as input and generates semantic hidden representations
{h𝑥1 , h

𝑥
2 , · · · , h

𝑥
𝑛}, which are fed into the decoder to calculate the

response representations:

h𝑟𝑖 = Transformer(h𝑟<𝑖 , h
𝑥
1∼𝑛) (6)

h𝑟
𝑖
is then used to compute the probability distribution over

the vocabularyV through a softmax function. We leverage cross
entropy between the generated response and true label 𝑦𝑖 as the
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training objective.

𝑝 (𝑦𝑖 |𝑦<𝑖 ,X) = softmax(W𝑣𝑜𝑐𝑎𝑏h𝑟𝑖 + b𝑣𝑜𝑐𝑎𝑏 ) (7)

L𝐺𝐸𝑁 =
∑︁
𝑖

−𝑦𝑖 log(𝑝 (𝑦𝑖 |𝑦<𝑖 ,X)) (8)

3.3 Syntax parsing
Although syntax-aware embedding contains the syntactic informa-
tion, it can not model the various syntactic dependencies between
words across different linguistic contexts. To address that issue,
we propose novel training strategies that decompose syntax pars-
ing into two subtasks including dependency label and directional
edge prediction, and train the embedding together with the seq2seq
framework. The two subtasks are designed to predict the relation
and head for each word, which plays the role of the tail a triplet.
In this way, the syntactic information is encoded as a function of
the whole input sentence and can capture context-dependent word
relations.

Dependency labels prediction. Considering the syntax graph of a
sentence, the indegree of a vertex is no more than one, i.e., a word
can be the tail of at most one triplet. Based on this observation, we
define the dependency label of a word 𝑤 as the relation 𝑟 , where
𝑤 is the tail of a triplet connected by 𝑟 . As show in Fig. 3, the
dependency label for word “I” is “nsubj” since it is the tail of triplet
(𝑎𝑚,𝑛𝑠𝑢𝑏 𝑗, 𝐼 ). Assuming there are 𝑁 labels predefined in the parser.

To better retrieve syntactic information from the sentence, we
develop a classifier to predict dependency labels. Specifically, given
the hidden word representations of the context h𝑥

𝑖
(or response h𝑟

𝑖
)

, we exploit a feedforward neural network with ReLU activation
function to calculate probability distributions over the dependency
label set.

[𝑎1, 𝑎2, · · · , 𝑎𝑁 ] = W2 [ReLU(W1h𝑥𝑖 + b1)] + b2 (9)

𝑝𝑖 =
exp(𝑎𝑖 )∑𝑁
𝑗=1 exp(𝑎 𝑗 )

(10)

whereW1,W2, b1, b2 are trainable parameters. We adopt cross en-
tropy loss to quantify the difference between the true label 𝑦𝑑𝑒𝑝

𝑖
and the generated probabilities.

L𝐷𝐸𝑃 =

𝑁∑︁
𝑖=1

−𝑦𝑑𝑒𝑝
𝑖

log(𝑝𝑖 ) (11)

Directional edges prediction. Directional edges indicate path from
the head to tail. Now that we obtain the relation, our goal is to assign
a head for each tail. In this paper, we employ pointer network [25]
that selects word corresponding to position as the head from the
input sentence. As shown in Fig. 3, the head of word “I” is “am” at
position 2. Given the hidden representation h𝑖 (h𝑥𝑖 or h𝑟

𝑖
), we apply

an attention mechanism to calculate probability distribution over
the input sentence.

𝑞𝑖 𝑗 =
exp(h𝑇

𝑖
h𝑥
𝑗
)∑ℓ

𝑘=1 exp(h
𝑇
𝑖
h𝑘 )

(12)

where ℓ is the length of the input sentence, 𝑞𝑖 𝑗 indicates the prob-
ability of word 𝑗 being the head of word 𝑖 . The training objective

is defined as the cross entropy between the probabilities and true

position labels 𝑦𝑝𝑜𝑠
𝑖 𝑗

=

{
1 if word 𝑗 is the head of word 𝑖
0 otherwise .

L𝑃𝑂𝑆 =

ℓ∑︁
𝑗=1

ℓ∑︁
𝑖=1

−𝑦𝑝𝑜𝑠
𝑖 𝑗

log(𝑞𝑖 𝑗 ) (13)

The final loss is defined as:

L = L𝐺𝐸𝑁 + L𝐷𝐸𝑃 + L𝑃𝑂𝑆 (14)

4 EXPERIMENTS
4.1 Datasets and experiment details

Table 1: Statistics of DailyDialog and Holl-E datasets.

Datasets Holl-E DailyDialog

#dialogues 9069 13118
#utterances 91438 102980
avg. words per utterance 15.14 14.45
train/dev/test 34486/4318/4388 11118/1000/1000
#triplet 411191 295562
#vertices/words 27051 17034

We employ two datasets, namely Holl-E [12] and DailyDialog [9] to
demonstrate the effectiveness of our proposed method. Holl-E is a
chit-chat dataset between two interlocutors chatting about movies
given plots, reviews or commons. The are more than 9k dialogues
an 90k utterances. In this paper, the background knowledge is
ignored. DailyDialog is amulti-turn dialogue dataset for exchanging
information and enhancing social bonding. It contains more than
13k dialogues with rich intention and emotion information. The
detail statistics of two datasets are presented in Table 1.

In this paper, the seq2seq framework is constructed by trans-
former with 6 layers, 300 hidden nodes and 6 attention heads. The
maximum length of the context and response is set to 256 and
64 respectively. Text that exceeds the length limits will be trun-
cated. During training, adam [7] is leveraged to optimized model
parameters with learning rate annealing from 10−4 to 10−5. Fol-
lowing [13], we leverage the NLP library spaCy to parse sentences,
which contains 45 dependency labels predefined in the parser. There
are approximately 411k and 295k triplets in the syntax graph con-
structed from Holl-E and DailyDialog respectively. The dimension
of syntax-aware embedding is set to 300 compatible with the sub-
sequent seq2seq framework.

Perplexity (PPL) and BLEU [14] are used to evaluate the co-
herent and fluency of generated responses. We also adopt human
judgemets to alleviate the limits of automatic evaluation metrics.
Concretely, we randomly sample 50 cases and rate them from 1 to 5
in terms of grammatical accuracy (GRAM), where responses with
higher score indicate higher confidence of being grammatically
correct.
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Table 2: Experimental results of SynDG and other baselines
on datasets Holl-E and DailyDialog.

Models Holl-E DailyDialog

PPL BLEU GRAM PPL BLEU GRAM

Seq2seq 73.14 7.25 2.37 54.51 37.19 3.17
Seq2seq+copy 67.35 8.45 2.89 51.76 39.81 3.31
Seq2seq+GloVe 63.19 8.19 3.19 48.19 38.94 3.61
HRED 75.86 7.68 3.27 55.67 39.77 3.51

SynDG(TranE) 61.45 8.98 3.51 47.17 43.11 3.81
SynDG(TransR) 59.18 10.56 3.45 44.52 44.29 3.92
SynDG(GAT) 62.15 8.78 3.19 49.81 42.18 3.84

4.2 Comparison models
To demonstrate the effectiveness of our method, we conduct con-
trast experiments on these models:

• Seq2seq: It is the vanilla sequence-to-sequence framework
applying attention mechanisms.

• Seq2seq+copy: Seq2seq framework with copy mechanism
[25].

• Seq2seq+GloVe: The embedding of seq2seq framework is
initialized by GloVe [15].

• HRED: A hierarchical encoder-decoder model that encodes
dialogue context in both word level and utterance level [19].

4.3 Experiment results
The main experimental results are shown in Table 2 and we have
the following observations: (1) It is very clear that our proposed
SynDG outperforms other baselines in both automatic and manual
evaluations. The overall performance supports the declaration that
our method facilitates generating high-quality responses. (2) Partic-
ularly, compared to seq2seq+GloVe, which also applies pre-trained
word embedding for efficient semantic understanding, our method,
e.g., SynDG(TransR), obtains impressive 3.67, 4.65% and 0.31 im-
provements on DailyDialog in terms of PPL, BLEU and GRAM
respectively. This is because our syntax-aware method benefits a
lot from syntactic information by graph learning. (3) Last block
of Table 2 presents the results of three graph learning algorithms
applied to train word embeddings. Generally, TransR achieves the
best results. It is explainable that it models entities and relations in
distinct spaces, which is more sufficient for modeling than TransE.
Moreover, GAT lags behind the other two since it ignores explicit
relations between words.

4.4 Ablation study
To further demonstrate the effectiveness of each component, we
conduct several ablation experiments on DailyDialog and present
the results in Table 3. It shows that both syntax-aware embedding
and syntax parsing can improve the performance. An interesting
phenomenon can be observed from the results. For automatic met-
rics (i.e., PPL and BLEU), removing syntax-aware embedding results
in more severe performance drop. While larger degradation can be
observed after discarding syntax parsing in terms of GRAM. More
specifically, after we remove dependency labels or directional edges

Table 3: The ablation study of syntax-aware embedding and
syntax parsing on DailyDialog dataset. wo. means without,
pred. means prediction.

Models PPL BLUE GRAM

SynDG(TransR) 44.52 44.29 3.92
wo. syntax-aware embedding 45.13 42.19 3.77
wo. syntax parsing 47.19 42.77 3.51
wo. dependency labels pred. 46.89 42.52 3.63
wo. directional edges pred. 46.31 43.51 3.57

prediction, it reduces the GRAM by 0.31 and 0.29, which causes
competitive performance decline with casting off the whole syn-
tax parsing (0.35). It demonstrates that both of them are crucial in
generating grammatical responses.

4.5 Case study

Table 4: Dialogue examples of golden responses and those
generated by seq2seq and SynGD models on test dataset of
DailyDialog.

Context 𝑢1 : I’m sorry I’m so late, ...
𝑢2 : It’s ten after six. But dinner is at six thirty.

Golden: I know, I’m really sorry. I lost my bag.
Seq2seq Sorry, sorry, sorry.
SynGD I feel so sorry.

Context 𝑢1 : There is a new gial in school, have you seen her yet?

Golden I haven’t seen her yet.
Seq2seq All right, are you?
SynGD No, I haven’t, what about you?

We present two dialogue examples generated by different models
in Table 4. It is clear that SynGD can generate grammatical and
coherent responses. Comparatively, seq2seq model tend to generate
responses with ungrammatical and reduplicated pieces (case 1) or
responses that are inconsistent with the context (case 2).

4.6 Dependency visualization
To study how our method facilitates modeling syntactic informa-
tion, we present Fig. 6, which illustrates the visualization of word
dependencies from seq2seq and different components of SynDG.
From Fig. 6, we can observe that (1) Seq2seq exhibits week word re-
lations that accords with the syntactic structure of the sentence. (2)
Syntax-aware embedding establishes strong correlations between
phrases with high occurrence, e.g., “what” and “about”, “this” and
“movie” and so on. (3) SynDG can accurately capture the word de-
pendencies according to the syntactic structure of the sentence. For
example, ( “what”, “think” ), (“do”,“think” ), (“about”,“movie” ) and so
on.
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Figure 6: Visualizations of word dependencies for sentence
“What do you think about this movie”. The visualizations are
obtained by calculating the cosine similarity between (b)
outputs of the seq2seq encoder, (c) syntax-aware embedding
and (d) outputs of SynDG, of corresponding words.

5 CONCLUSION
In this paper, we introduce a novel method named SynDG that
incorporates syntactic information for grammatical dialogue gener-
ation. Concretely, we first construct a syntax graph by a dependency
parser and employ three graph leaning algorithms to learn word
embeddings. Then we develop two training strategies upon the
sequence-to-sequence framework, which is trained together with
the syntax-aware embedding, to learn word dependencies between
words. Extensive experiments show that our proposed method can
generate more grammatical as well as coherent responses. We also
conduct ablations experiments to demonstrate the effectiveness of
each component.
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