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Abstract—In financial credit scoring, loan applicationsmay be approved or rejected.We can only observe default/non-default labels for

approved samples but have no observations for rejected samples, which leads tomissing-not-at-random selection bias. Machine learning

models trained on such biased data are inevitably unreliable. In thiswork, we find that the default/non-default classification task and the

rejection/approval classification task are highly correlated, according to both real-world data study and theoretical analysis. Consequently,

the learning of default/non-default can benefit from rejection/approval. Accordingly, we for the first time propose tomodel the biased credit

scoring datawithMulti-Task Learning (MTL). Specifically, we propose a novel Reject-awareMulti-TaskNetwork (RMT-Net), which learns

the taskweights that control the information sharing from the rejection/approval task to the default/non-default task by a gating network

based on rejection probabilities. RMT-Net leverages the relation between the two tasks that the larger the rejection probability, themore the

default/non-default task needs to learn from the rejection/approval task. Furthermore, we extend RMT-Net to RMT-Net++ for modeling

scenarioswithmultiple rejection/approval strategies. Extensive experiments are conducted on several datasets, and strongly verifies the

effectiveness of RMT-Net on both approved and rejected samples. In addition, RMT-Net++ further improvesRMT-Net’s performances.

Index Terms—Credit scoring, default prediction, missing-not-at-random, multi-task learning, reject inference
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1 INTRODUCTION

CREDIT scoring aims to use machine learning methods
to measure customers’ default probabilities of credit

loans [1], [2], [3], [4], [5]. Based on the evaluated credits,
financial institutions such as banks and online lending com-
panies can decide whether to approve or reject credit loan
applications.

When a customer applies for credit loan, his or her appli-
cation may be approved or rejected. If the application is
approved, it will become an approved sample, and the cus-
tomer will get the loan. After a period, if the customer repays
the credit loan timely, it will be a non-default sample; if the cus-
tomer fails to timely repay, it will be a default sample. In con-
trast, if the application is not approved, it will become a

rejected sample, and the customer will not get credit loan.
Since a rejected sample gets no loans, we have no way to
observewhether it will be default or non-default. Above pro-
cess is illustrated in Fig. 1. Credit scoring models are usually
constructed based on approved samples, as we have no
ground-truth default/non-default labels for rejected sam-
ples [6], [7], [8], [9]. The rejection/approval strategies are
usually machine learning models or expert rules based on
the features of customers, thus approved and rejected sam-
ples share different feature distributions. This makes us face
the missing-not-at-random selection bias in data [9], [10], [11].
However, when serving online, credit scoring models need
to infer credits of loan applications in feature distributions of
both approved and rejected samples. Training models with
such biased data has severe consequences that the model
parameters are biased [12], i.e., the predicted relation
between input features and default probability is incorrect.
Using such models on samples across various data distribu-
tions leads to significant economic losses [7], [13], [14]. There-
fore, for reliable credit scoring, besides the modeling of
approved samples, we also need to take rejected ones into
consideration and infer their true credits [15].

In practice, machine learning models like Logistic Regres-
sion (LR), Support Vector Machines (SVM), Multi-Layer Per-
ceptron (MLP) and XGBoost (XGB) are widely used for
modeling credit scoring data. However, they are affected by
the missing-not-at-random bias in data to produce reliable
and accurate predictions. To tackle this problem, some exist-
ing approaches address the selection bias and conduct reject
inference from multiple perspectives. Some approaches
apply the self-training algorithm [16], which iteratively adds
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rejected samples with higher default probability as default
samples to retrain the model [17]. This is a semi-supervised
approach [18]. Besides, Semi-Supervised SVM (S3VM) [6]
and Semi-Supervised Gaussian Mixture Models (SS-
GMM) [7] are also deployed in credit scoring systems. In
another perspective, some approaches attempt to re-weight
the training approved samples to approximate unbiased
data [14], [19], [20], [21]. These approaches are similar to
counterfactual learning [10], [11], [22], [23], which attempts
to re-weight observed samples to remove bias in data.

Though some of the above approaches have achieved rel-
ative improvements on some credit scoring datasets [7], [14],
they cannot achieve optimal performances due to the lack of
consideration of some key factors. Specifically, we find that
the default/non-default classification task and the rejection/
approval classification task are highly correlated in real
credit scoring applications, according to both real-world
data study and theoretical analysis in Section 3. Intuitively
speaking, with an effective credit approval system, rejected
customers have higher default ratios, while approved cus-
tomers have lower ones. Consequently, the learning of
default/non-default can benefit from the learning of rejec-
tion/approval. Accordingly, it might be promising to incor-
porate Multi-Task Learning (MTL) [24] for modeling biased
credit scoring data.

Nowadays, state-of-the-art MTL approachesmainly focus
on adaptively learning weights of different tasks in a mix-
ture-of-experts structure [25], [26], [27], [28], [29]. This makes
task weights changing in different samples so that tasks can
share useful but not conflict information adaptively. Such
MTL approaches achieve promising performances in various
scenarios. However, when we use state-of-the-art MTL
approaches for modeling the default/non-default task and
the rejection/approval task, we do not achieve satisfactory
performances, and even achieve poor performances in
default prediction on rejected samples. This may be because
we have no observed default/non-default labels for rejected
samples during model training. The task weights, which
decide how much information is shared between the two
tasks, are not well optimized in the feature distribution of
rejected samples. Thus, exiting MTL approaches fail in
modeling the biased credit scoring data, andwe need a novel
and specially-designedMTL approach.

Accordingly, we propose a Reject-aware Multi-Task
Network (RMT-Net). RMT-Net learns the weights that con-
trol the information sharing from the rejection/approval

task to the default/non-default task by a gating network
based on rejection probabilities. With larger rejection proba-
bility, less reliable information can be learned in the
default/non-default network and more information is
shared from the rejection/approval network. In this way,
we can consider the correlation between rejected samples
and default samples, as well as personalize the information
sharing weights in the feature distribution of rejected sam-
ples. Furthermore, we consider cases with multiple rejection/
approval strategies, and extend RMT-Net to RMT-Net++,
which models several rejection/approval classification tasks
in the MTL framework.

In all, we verify RMT-Net and RMT-Net++ on 10 datasets
under different settings, in which significant improvements
are achieved for default prediction on both accepted and
rejected samples. Evaluated by the commonly-used Kolmo-
gorov-Smirnov (KS) metric1 in credit scoring, comparing
with conventional classifiers, i.e. LR, DNN, and XGB, RMT-
Net relatively improves the performances by 47.9% on aver-
age. Comparing with the most competitive reject inference
approaches, RMT-Net relatively improves the performances
by 11.9% on average. In addition, we show in an extra
experiment with multiple rejection/approval strategies that
RMT-Net++ can further relatively improve the performan-
ces of RMT-Net by 5.8% on average.

The main contributions of this work are concluded:

� We for the first time propose to model biased credit
scoring data using an MTL approach, namely RMT-
Net. Instead of directly using conventional MTL
approaches, we present several modifications to
improve the poor performances of existing MTL
approaches on credit scoring.

� We further consider multiple rejection/approval
strategies, and extend RMT-Net to RMT-Net++. In
this way, our work suits different application scenar-
ios in real applications.

� Extensive experiments are conducted on 10 datasets
under different settings. Significant improvements
are achieved by our proposed RMT-Net approach on
both accepted and rejected samples. In addition, we
show that RMT-Net++ with multiple strategies can
further improve the performances.

The rest of the paper is organized as follows. In Section 2,
we review some related work on reject inference, counterfac-
tual learning and multi-task learning. Then we analyze the
correlation between the default/non-default task and the
rejection/approval task according to both real-world data
study and theoretical analysis in Section 3. Sections 4 and 5
detail our proposed RMT-Net and RMT-Net++ under single
strategy andmultiple strategies respectively. In Section 6, we
conduct empirical experiments to verify the effectiveness of
RMT-Net and RMT-NET++. Section 7 concludes our work.

2 RELATED WORK

In this section, we review some works on reject inference, as
well as two important related research aspects: counterfac-
tual learning and multi-task learning.

Fig. 1. Illustration of data bias in credit scoring.

1. https://en.wikipedia.org/wiki/KolmogorovSmirnov_test
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2.1 Reject Inference

In the credit scoring task, we have only ground-truth
default/non-default labels for approved samples but no
ground-truth default/non-default labels for rejected sam-
ples. This causes the missing-not-at-random bias in data [9],
[10], [11] for machine learning models. Some reject inference
approaches are accordingly proposed [8], [14], [15].

Augmentation is a re-weighting approach [19], [20], [21],
in which accepted samples are re-weighted to represent the
entire distribution. A common way to achieve this is re-
weighting according to the rejection/approval probability.
Moreover, the augmentation approach has been extended in
a fuzzy way [14]. Parcelling is also a re-weighting approach,
where the re-weighting is determined by the default proba-
bility by score-band that is adjusted by the credit modeler [8],
[21]. To be noted, these re-weighting methods are similar to
the researches on counterfactual learning [10], [11], [22], [23].
Counterfactual learning aims to remove data bias, in which
the re-weighting of training samples is widely adopted.

Meanwhile, semi-supervised approaches are also applied
to deal with the reject inference task. In [17], the authors use
a self-training algorithm to improve the performance of
SVM on credit scoring. Self-training, also known as self-
labeling or decision-directed learning, is the most simple
semi-supervised learning method [16], [30], [31]. This
approach trains a model on approved samples, and labels
rejected samples with largest default probabilities as default
samples according to model predictions. Then, the newly
labeled samples are added to retrain the model, and this
process continues iteratively. Though the self-training algo-
rithm is only used to promote SVM in [17], it can also pro-
mote other classifiers, such as LR, MLP and XGB. Besides,
another semi-supervised version of SVM called S3VM [6] is
also applied in reject inference. S3VM uses approved and
rejected samples to fit an optimal hyperplane with maxi-
mum margin, but have problem in fitting large-scale
data [7]. Meanwhile, earlier works have used some statisti-
cal machine learning methods, such as Expectation-Maximi-
zation (EM) algorithm [32], Gaussian Mixture Models
(GMM) [33] and survival analysis [34], for reject inference.
Based on GMM and inspired by semi-supervised generative
models [35], [36], SS-GMM [7] is proposed for modeling
biased credit scoring data. The counterfactual re-weighting
and semi-supervised learning are the main methods for
reject inference, but neither approach considers the correla-
tion between the learning of rejection/approval and the
learning of default/non-default.

2.2 Counterfactual Learning

Counterfactual learning [23] is a key direction of the
research on causal inference [37], [38]. Counterfactual learn-
ing aims to simulate counterfactuals to alleviate the miss-
ing-not-at-random bias for a less biased model training [39].
In the context of credit scoring, we know that rejected sam-
ples are unobserved, but counterfactual learning tries to
answer “what if they are observable?”

The traditional counterfactual learning approaches usually
re-weight samples based on propensity scores [22], [23], [40],
[41], [42], [43]. Propensity scores indicate the probabilities of
observation under different environments, e.g., approval and
rejection in the credit scoring scheme. These propensity score-

based methods and re-weighting approaches in reject infer-
ence [19], [20], [21] are similar, and both try to balance the
data distributions of observed and unobserved samples. Sta-
ble learning is another perspective of counterfactual learning,
in which there is no implicit treatments and the distribution
of unobserved samples is unknown [44]. Stable learning is
usually done via decorrelation among features of samples,
which tries tomake the feature distribution closer to indepen-
dently identically distribution [45], [46], [47]. Meanwhile,
Sample Reweighted Decorrelation Operator (SRDO) [46] gen-
erates some unobserved samples, and trains a binary classifier
to get the probabilities of observation for re-weighting the
observed samples. This is somehow similar to the propensity
score-based approaches.

Missing-not-at-random selection bias is also frequently
discussed in recommender systems, where we can only
observe feedback of displayed user-item pairs [10], [48]. In
counterfactual recommendation, propensity score is also
applied, and the Inverse Propensity Score (IPS) approach
[11], [49] that re-weights observed samples with the inverse
of displayed probabilities is proposed. Based on IPS, Doubly
Robust (DR) [50] and Joint Learning Doubly Robust
(DRJL) [51] are proposed to consider doubly robust estima-
tor. After that, some improvements have been presented,
such as asymmetrically tri-training [52], considering infor-
mation theory [53], and proposing better doubly robust esti-
mators [54]. Meanwhile, the Adversarial Counterfactual
Learning (ACL) approach [55] incorporates adversarial
learning for counterfactual recommendation. Besides, some
works on counterfactual recommendation rely on a small
amount of random unbiased data [56], [57], [58]. However,
random data requires high costs, especially in financial
applications.

2.3 Multi-Task Learning

MTL learns multiple tasks simultaneously in one model,
and has been proven to improve performances through
information sharing between tasks [24], [26]. It has succeed
in scenarios such as computer vision [29], [59], [60], recom-
mender systems [25], [26], [27], [28], [61], [62], health-
care [63], and other prediction problems [64], [65].

The simplest MTL approach is hard parameter sharing,
which shares hidden representations across different tasks,
and only the last prediction layers are special for different
tasks [24]. However, hard parameter sharing suffers from
conflicts among tasks, due to the simple sharing of repre-
sentations. To deal with this problem, some approaches pro-
pose to learn weights of linear combinations to fuse hidden
representations in different tasks, such as Cross-Stitch Net-
work [59] and Sluice Network [60]. However, in different
samples, the weights of different tasks stay the same, which
limits the performances of MTL. This inspires the research
on applying gating structures in MTL [25], [26], [27], [66].
Mixture-Of-Experts (MOE) first proposes to share and com-
bine several experts through a gating network [66]. Based
on MOE, to make the weights of different tasks varying
across different samples and to improve the performances
of MTL, Multi-gate MOE (MMOE) [25] proposes to use dif-
ferent gates for different tasks. Progressive Layered Extrac-
tion (PLE) further extends MMOE, and incorporates multi-
level experts and gating networks [26]. Besides, attention
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networks are also utilized for assigning weights of tasks
according to different feature representations [28], [29].

3 ANALYSIS

In this section, we plan to analyze the correlation between
the default/non-default task and the rejection/approval
task. First, we analyze the correlation between the rejected
samples and the approved samples in real-world datasets,
in which we can conclude that users whose loan applica-
tions are rejected are more likely to default. Then, we theo-
retically prove that the reject/approve task and the default/
non-default task are correlated, so that we are motivated to
model the reject/approve task and the default/non-default
task by multi-task learning.

3.1 Data Study

With analyses of public real-world datasets, we plan to
illustrate the difference between the rejected samples and
the approved samples. Specifically, we adopt the Lending
Club dataset2 in our analysis. Lending Club3 is one of the
largest credit loan companies worldwide. Though there are
no ground-truth default/non-default labels associated with
the rejected samples, the Lending Club dataset is a valuable
dataset since it is a rare publicly available credit scoring
dataset that contains rejected samples and their features.
With the help of the Lending Club dataset, we can empiri-
cally investigate the difference between the approved sam-
ples and the rejected samples.

In the Lending Club dataset, there are totally four feature
fields: Fico score, debt-to-income ratio, loan amount, and
employment length. In order to investigate the difference
between the approved samples and the rejected samples, in
Table 1, we show Fico score, debt-to-income ratio, loan
amount and employment length of the approved customers
and the rejected customers in the Lending Club dataset
across different years. Meanwhile, we remove samples with
missing values in the Lending Club dataset. From results in
Table 1, we have following observations.

1) Approved customers have higher Fico scores, while
rejected customers have lower Fico scores. Fico
score, which is provided by the Fico Company4, inte-
grates a customer’s credit record. A larger Fico score

means better credit history of a customer, which
leads to lower default risk.

2) Loan amounts are similar between approved and
rejected customers. And approved customers have
lower debt-to-income ratios, while rejected customers
have higher debt-to-income ratios. Debt-to-income
ratio is calculated as MonthlyIncome

LoanAmount , which means debt-
to-income ratio is a derived variable of loan amount.
A larger debt-to-income ratio usually means worse
repayment ability, which leads to a larger probability
of default.

3) Approved customers have larger employment length
than rejected customers. Customers with larger
employment length usually have better repayment
ability. These observations tell us that, rejected loan
applications aremore likely to default or overdue.

3.2 Motivation

We show by Theorem 1 that the prediction of default/non-
default task and the prediction of rejection/approval task
are positively correlated. Therefore, the learning of rejec-
tion/approval task can be beneficial for the learning of
default/non-default task via multi-task learning methods.

Theorem 1 (Correlation between default/non-default
and rejection/approval). Assume that default samples are
denoted asD, non-default samples are denoted as �D, rejected sam-
ples are denoted as R, and approved samples are denoted as �R. A
loan is either default or non-default, and is either rejected or
approved. If the prerequisite rejection strategy is effective, which
means that the default rate of rejected samples is indeed larger
than the default rate of the approved samples, i.e., P ðDjRÞ >
P ðDj �RÞ, then the correlation coefficient corrðD;RÞ ¼
P ðDRÞ�P ðDÞP ðRÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P ðDÞP ð �DÞP ðRÞP ð �RÞ

p > 0, i.e., the rejection and the default are pos-

itively correlated.

Proof. If P ðDjRÞ > P ðDj �RÞ, we have P ðDjRÞ > P ðDjRþ
�RÞ ¼ P ðDRþD �RÞP ðRþ �RÞ ¼ P ðDÞ since that Rþ �R is
the full set and P ðRþ �RÞ ¼ 1. Therefore, we have
P ðDRÞ ¼ P ðDjRÞP ðRÞ > P ðDÞP ðRÞ, and corrðD;RÞ ¼
P ðDRÞ�P ðDÞP ðRÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P ðDÞP ð �DÞP ðRÞP ð �RÞ

p > 0, i.e., the learning of rejection and

the learning of default are positively correlated. tu
To be noted, in Theorem 1, we rely on the assumption that

the prerequisite rejection strategy is effective, which means
the credit approval system is useful. By this assumption, we
can obtain an obviously smaller default rate in approved
samples than that in rejected samples. This assumption is

TABLE 1
The Mean Values of Fico Score, Debt-to-Income Ratio, Loan Amount and Employment Length of Approved

and Rejected Customers in the Lending Club Dataset Across Different Years

2. https://www.kaggle.com/wordsforthewise/lending-club
3. https://www.lendingclub.com/
4. https://www.fico.com/
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tenable in real-world applications, otherwise, credit loan
institutions will face tremendous economic losses, so that the
strategy is unlikely to be under using.

In summary, the learning of default/non-default (with
limited and biased data) can benefit from the learning of
rejection/approval (with a larger amount of unbiased data).

4 RMT-NET UNDER SINGLE REJECTION/
APPROVAL STRATEGY

According to both data study and theoretical analysis in Sec-
tion 3, the default/non-default task and the rejection/
approval task are highly correlated. Thus, it is proper to
model biased credit scoring data with multi-task learning. In
this section, we detail our proposed RMT-Net model under
single strategy, which focuses on scenarios with a constant
rejection/approval strategy.

4.1 Notations

All applications are denoted as a set of samples S ¼
fs1; s2; . . .. . .; sNg, whereN is the total number of loan appli-
cations. Each sample si is associated with a feature vector
xi 2 Rd , where d is the feature dimensionality. For each
sample si 2 S, we have a ri 2 f0; 1g to indicate its rejection/
approval label, where ri ¼ 0 means approval and ri ¼ 1
means rejection. For each sample si approved, i.e., ri ¼ 0, we
have ground-truth default/non-default label yi 2 f0; 1g,
where yi ¼ 1 means default and yi ¼ 0 means non-default.
For each sample si rejected, i.e., ri ¼ 1, we have no ground-
truth default/non-default label for model training. We need
to use the whole set of S to train a model, which should per-
formwell on both approved and rejected samples for default
loans prediction.

4.2 Model Architecture

Current state-of-the-art MTL approaches mainly focus on
adaptively learning weights of different tasks in a mixture-
of-experts structure, such as MMOE [25] and PLE [26]. In

such MTL structures, task weights change in different sam-
ples, which makes useful but not conflicting information to
adaptively share among tasks. Considering these MTL
approaches have achieved promising performances in vari-
ous scenarios, a simple way for reject inference might be
directly applying them in training credit scoring models.
However, according to experiments in Section 6.3, we
obtain very poor performances in default prediction on
rejected samples. This could be because some task weights
are not well learned, since we have no observed default/
non-default labels for rejected samples during model train-
ing. In the feature distribution of rejected samples, there is
no supervision for optimizing the task weights to control
how much information is shared from the rejection/
approval task to the default/non-default task. Thus, exist-
ing MTL approaches fail in biased credit scoring data, and
we propose RMT-Net to learn the task weights by a gating
network based on rejection probabilities.

Our proposed RMT-Net consists of 1) an embedding
layer that learns the dense representation of the feature vec-
tors; 2) a multi-layer rejection/approval prediction network
(R/A-Net); 3) a multi-layer default/non-default prediction
network (D/N-Net); 4) a gating network that learns the
weights of the rejection/approval task for the default/non-
default task. The model architecture is shown in Fig. 2a.

4.3 Embedding Layer

The embedding layer transforms each feature into a dense
vector to facilitate learning efficiency. For numerical fea-
tures that are infeasible to embed, feature discretization
techniques [67], [68], [69] are conducted, which are proven
useful to improve the learning efficiency [70]. The embed-
ding layer converts each feature vector xi 2 Rd into an
embedded representation ei 2 Rd�k , where k is the embed-
ding dimensionality. Afterward, the embedded representa-
tion is flattened to form a one-dimensional embedded
vector ei 2 Rdk . Therefore, after embedding, the data sam-
ples S 2 RN�d will become E 2 RN�dk .

Fig. 2. Schematic diagram of RMT-Net and RMT-Net++. “G” parts denote the gating networks for calculating the weights of the rejection/approval
task. The solid lines indicate the feedforward of feature representations. The dotted lines indicate the message passing in gating networks for calcu-
lating task weights.
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4.4 Rejection/Approval Prediction Network

The rejection/approval prediction network (R/A-Net) has
multiple linear layers with an activation function. The first
layer multiplies the embedded vector ei 2 Rdk with a weight
term wð1Þ

R 2 Rdk�h1 , adds a bias term b
ð1Þ
R 2 Rh1 , and acti-

vates with a nonlinear function relu. The first layer results
in the latent representation of the first layer pð1Þ

i 2 Rh1 ,
where hj means the dimensionality of the j-th layer. Except
the final layer, the other layers further update the latent rep-
resentations in the same way of the first layer as

pðjÞ
i ¼ relu

�
pðj�1Þ
i wðjÞ

R þ b
ðjÞ
R

�
; (1)

where pðjÞ
i 2 Rhj . For the final layer, if we denote the num-

ber of layers as t, we will have ht ¼ 1. The final output of
the R/A-Net will be the rejection probability

pðtÞ
i ¼ s

�
pðt�1Þ
i wðtÞ

R þ b
ðtÞ
R

�
; (2)

where p
ðtÞ
i 2 R1 , and sð�Þ is the sigmoid function.

4.5 Default/Non-Default Prediction Network

The default/non-default prediction network (D/N-Net) has
the same number of layers of the R/A-Net as t and resembles
its basic linear computations with activation. The difference
is that the latent representation is determined under the pro-
posed multi-task learning framework. We first design a gat-
ing network at each layer j that uses the output of R/A-Net
as

gðjÞ
i ¼ s

�
aðjÞ pðtÞ

i þbðjÞ
�
; (3)

where gðjÞ
i 2 R1 . aðjÞ 2 R1 and bðjÞ 2 R1 are learnable

parameters to control the value of g, which is designed to
indicate the ratio of learning the rejection/approval task for
the learning of default/non-default. Apparently, the acti-
vated output of the R/A-Net, i.e. the probability of rejection,
determines how much information in R/A-Net are used to
learn the default/non-default task. Except the final layer,
the latent representation qðjÞ

i 2 Rhj of each layer of the D/N-
Net can be denoted as

qðjÞ
i ¼ relu

�
qðj�1Þ
i wðjÞ

D þ b
ðjÞ
D

�
þ gðjÞ

i
pðjÞ
i ; (4)

where w
ðjÞ
D and b

ðjÞ
D denote the weight term and the bias term

respectively in the D/N-Net. For the final layer, the final
output of the D/N-Net is denoted as

qðtÞ
i ¼ s

�
qðt�1Þ
i wðtÞ

D þ b
ðtÞ
D

�
; (5)

where q
ðtÞ
i 2 R1 means the default probability.

In this way, we can adaptively control the weights of the
rejection/approval task in different samples by the rejection
probability, and overcome the under-fitting problem of con-
ventional MTL approaches in the feature distribution of
rejected samples. In our proposed MTL architecture, the
model can learn that, with a larger rejection probability, less
reliable information can be learned in R/A-Net, and more
information should be shared from D/N-Net.

4.6 Loss Function

For the rejection/approval task, given the rejection/
approval label ri and the output of the R/A-Net p

ðtÞ
i , we have

L1 ¼ �
XN
i¼1

pðtÞ
i logðriÞ þ

�
1� pðtÞ

i

�
logð1� riÞ: (6)

For the default/non-default prediction task, considering
we have no observed default/non-default labels for rejected
samples, we need to mask the loss with reject/approval
labels. Given the default/non-default label yi, the rejection/
approval label ri, and the output of theD/N-Net q

ðtÞ
i , we have

L2 ¼ �
XN
i¼1

ðqðtÞi logðyiÞ þ ð1� qðtÞ
i Þlogð1� yiÞÞð1� riÞ: (7)

If we define h as a hyperparameter to balance the two
losses, the overall loss function is denoted as

L ¼ ð1� hÞ � L1 þ h � L2: (8)

5 RMT-NET++ UNDER MULTIPLE REJECTION/
APPROVAL STRATEGIES

In Section 4, we have detailed the RMT-Netmodel under sin-
gle constant rejection/approval strategy. However, in real-
world applications, rejection/approval strategies change
frequently, so we usually have multiple strategies in differ-
ent periods. For example, financial institutions may modify
approval ratios, add important factors or new factors in the
credit evaluation systems. Thus we encounter a variety of
rejection/approval segmentation in the training data of
credit scoring. If we simply regard these strategies as one
strategy, there will be conflicts in the model when classifying
approved and rejected samples. Therefore, we extend RMT-
Net to RMT-Net++, which further incorporates multiple
strategies in the multi-task learning framework to improve
the prediction accuracy.

5.1 Notations

Basic notations still follow the notations in Section 4.1.
Besides, we have M different rejection/approval strategies
ff1; f2; . . .. . .; fMg. Each sample si 2 S is under one specific
rejection/approval strategy fsi , and its rejection/approval
label ri 2 f0; 1g is determined by the corresponding strat-
egy. Multiple-strategy scenarios can degenerate to single-
strategy scenarios whenM ¼ 1.

5.2 Model Architecture

The model architecture of RMT-Net++ is based on that of
RMT-Net. RMT-Net++ has the same embedding layer as the
RMT-Net. Because RMT-Net assumes M ¼ 1, i.e., it only
uses a single rejection/approval strategy for the learning of
default/non-default and contains one rejection/approval
prediction network (R/A-Net). RMT-Net++, on the contrary,
has M 6¼ 1 R/A-Nets that each learns the data samples
whose labels are collected by its unique strategy. Therefore,
the gating network and the default/non-default prediction
network (D/N-Net) in the RMT-Net++ will change accord-
ingly. Themodel architecture is shown in Fig. 2b.
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5.3 Rejection/Approval Networks++

The rejection/approval networks in RMT-Net++ (R/A-Nets
++) include M 6¼ 1 rejection/approval prediction networks
(R/A-Net) that each only learns on data samples of the cor-
responding rejection/approval strategy. Here, each R/A-
Net is the same as used in RMT-Net, as described in Sec-
tion 4.4. To distinguish among different R/A-Nets, we
might as well add a square bracket to the lower right corner
of the notations of each R/A-Net. In this case, for the m-th
R/A-Net, we can denote the latent representations of its
layers as

pðjÞ
i;½m� ¼ relu

�
pðj�1Þ
i;½m� w

ðjÞ
R;½m� þ b

ðjÞ
R;½m�

�
; (9)

and denote the final outputs as

pðtÞ
i;½m� ¼ s

�
pðt�1Þ
i;½m� w

ðtÞ
R;½m� þ b

ðtÞ
R;½m�

�
; (10)

where p
ðjÞ
i;½m� 2 Rhj and pðtÞ

i;½m� 2 R1 .

5.4 Default/Non-Default Network++

The default/non-default network (D/N-Net++) has the
same number of layers of each R/A-Net++ as t. Its latent
representation is calculated under the proposed multi-task
learning framework with multiple strategies. We design a
gating network at each layer j that uses the output of the
m-th R/A-Net++ as

gðjÞ
i;½m� ¼ s

�
a
ðjÞ
½m� p

ðtÞ
i;½m� þb

ðjÞ
½m�

�
; (11)

where gðjÞ
i;½m� 2 R1 . a

ðjÞ
½m� 2 R1 and b

ðjÞ
½m� 2 R1 are learnable

parameters that control the value of g½m�, which are designed

to indicate the ratio of learning each rejection/approval task

under strategy fm for the learning of default/non-default.

Here, we consider the activated output of each R/A-Net++,

i.e. the probability of rejection by each strategy, determines

how much parameters of each R/A-Net++ are used for the

default/non-default task. Except the final layer, the latent

representation of each layer of the D/N-Net++ can be
denoted as

qðjÞ
i ¼ relu

�
qðj�1Þ
i wðjÞ

D þ b
ðjÞ
D

�
þ

XM
m¼1

gðjÞ
i;½m� p

ðjÞ
i;½m�; (12)

where q
ðjÞ
i 2 Rhj . And the final output is denoted as

qðtÞ
i ¼ s

�
qðt�1Þ
i wðtÞ

D þ b
ðtÞ
D

�
; (13)

where q
ðtÞ
i 2 R1 means the default probability.

5.5 Loss Function

For the rejection/approval task, given the rejection/approval
label ri and the outputs of the R/A-Net++, we have

L1 ¼ �
XM
m¼1

XN
i¼1;fsi¼fm

p
ðtÞ
i;½m�logðriÞ þ ð1� p

ðtÞ
i;½m�Þlogð1� riÞ: (14)

For the default/non-default prediction task, given the
default/non-default label yi, the rejection/approval label ri,

and the output of the D/N-Net++ qðtÞ
i , we have

L2 ¼ �
XN
i¼1

ðqðtÞi logðyiÞ þ ð1� qðtÞ
i Þlogð1� yiÞÞð1� riÞ: (15)

With h as a hyperparameter to balance the two losses, we
denote the overall loss function as

L ¼ ð1� hÞ � L1=M þ h � L2: (16)

6 EXPERIMENTS

In this section, we conduct empirical experiments to verify
the effectiveness of RMT-Net and RMT-NET++.

6.1 Datasets

In our experiments, we are going to verify our proposed
approaches from three aspects: experiments on approved
samples, experiments on both approved and rejected sam-
ples, experiments undermultiple rejection/approval policies.

Approval-only datasets: Firstly, we need to investigate
whether our proposed approaches can improve the perform-
ances on approved samples. This means, training set and
testing set, which are both approved samples, share similar
data distributions. We select datasets with real rejected sam-
ples, but without ground-truth default/non-default labels
for rejected samples. From the Lending Club dataset, we
extract samples in 2013, 2014 and 2015 to construct the Lend-
ing1 dataset, the Lending2 dataset and the Lengding3 data-
set respectively. In our experiments, we randomly use 60%,
20%, and 20% approved samples as training, validation, and
testing set respectively. Features of rejected samples can be
used during the training of credit scoringmodels.

Approval-rejection datasets: Secondly, we investigate
whether our proposed approaches can stably achieve prom-
ising performances in different data distributions. This
requires us to conduct experiments on both approved and
rejected samples. However, ground-truth default/non-
default labels for real rejected samples are hard to obtain, so
that we need to generate synthetic rejected samples from
some real-world credit scoring datasets. Here, we incorpo-
rate the Home5 and PPD6 datasets. To be noted, samples in
these two datasets are actually all approved samples with
ground-truth default/non-default labels. The process of
generating synthetic rejected samples is conducted as fol-
lows: (1) use random 1=3 samples (denoted initial samples)
and " � d features to train an LR model as the synthetic rejec-
tion/approval policy of the credit scoring system, where "
is a ratio that 0% < " � 100%, and d is the dimensionality
of input features; (2) use the trained LR model to predict the
default probabilities of the rest 2=3 samples (denoted as
main samples); (3) assign 3=4 of the main samples with larg-
est default probabilities as synthetic rejected samples; (4)
assign 1=4 of the main samples with smallest default proba-
bilities as approved samples. This process is very similar to
a real-world credit scoring system, which uses some initial
loan applications to train a machine learning model for

5. https://www.kaggle.com/c/home-credit-default-risk
6. https://www.kesci.com/home/competition/56cd5f02b89b5bd026

cb39c9/content/1
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future decisions of rejection/approval. " is to control the
strength of rejection/approval. With larger " values, more
features will be used, and data distributions between
rejected and approved samples will be more distinguish-
able. On each of Home and PPD, we run the above synthetic
process two times and set " ¼ 100% and " ¼ 50% respec-
tively. This results in four approval-rejection datasets:
Home1, Home2, PPD1 and PPD2. On each dataset, we ran-
domly use 60%, 20%, and 20% approved samples as train-
ing, validation, and testing set respectively. Meanwhile, the
testing set also contains all the rejected samples to conduct
performance comparison across different data distributions.
Moreover, features of rejected samples are also used during
the training of credit scoring models, but the ground-truth
default-non-default labels cannot be used during training.

Multi-policy datasets: Thirdly, we need to verify the effec-
tiveness of our proposed approaches under multiple policies.
In the Lending Club dataset, we regard the policies in 2013,
2014 and 2015 as three different policies and obtain a multi-
policy dataset named Lending-M. For Home and PPD, we
split each dataset into two equal subsets, and run the synthetic
rejected sample generation process on each sub-set with " ¼
50%. This results in two different rejection/approval policies
on each dataset. Thus, we obtain two multi-policy datasets
named Home-M and PPD-M. The training/validation/test-
ing split of Lending-M is the same as that of previous
approval-only datasets. The training/validation/testing split
of Home-M and PPD-M is the same as that of previous
approval-rejection datasets. That is to say, there are only
approved samples in Lending-M, and both approved and
synthetic rejected samples inHome-Mand PPD-M.

Approval-only datasets and approval-rejection datasets
are both datasets with a single rejection/approval policy,
and their details are shown in Table 2. And details of multi-
policy datasets are illustrated in Table 3. As in real systems,
features in above datasets are constructed based on records
before the time of each loan application. This makes us
available to predict whether a customer will default if he or
she gets the loan, for we need to know the default probabil-
ity before the loan approval. If a customer applies for loan
for more than one time, there will exist multiple samples in
the data, and each of them corresponds to one application,
with features constructed based on records before the corre-
sponding application time.

6.2 Settings

We compare four types of approaches: baselines, semi-
supervised learning approaches, counterfactual learning
approaches and multi-task learning approaches.

For single-policy datasets, i.e., approval-only datasets
and approval-rejection datasets, the following approaches
are compared. Baselines consists of three commonly-used
classifiers for credit scoring: LR, MLP and XGB. Among
semi-supervised approaches, Self-Training (ST) [17] is
incorporated with LR, MLP and XGB. Another typical semi-
supervised reject inference approach SS-GMM [7] is also
compared. For counterfactual approaches, we involve
IPS [11], [49], DR [50], DRJL [51], ACL [55] and SRDO [46],
and incorporate them with LR and MLP. For multi-task
approaches, besides our proposed RMT-Net, we involve
Cross-Stitch [59],MMOE [25] and PLE [26].

For multi-policy datasets, we use the same baselines,
semi-supervised approaches and counterfactual approaches
as above. The only difference is that we consider multiple
policies in multi-task approaches. Specifically, we adjust
Cross-Stitch, MMOE and PLE under multiple policies, and
name them as Cross-Stitch-M, MMOE-M and PLE-M.
Moreover, our proposed RMT-Net++ is also compared.

For our proposed RMT-Net and RMT-Net++, we
empirically set learning rate as 0.001, embedding dimen-
sionality of each input feature as 4, and dimensionality of
hidden layers as 16. Meanwhile, according to the best per-
formances on the validation set, we tune the loss balanc-
ing parameter � in the range of [0.1,0.2,0.3,0.4,0.5], and
the layer number t in the range of [2,3,4]. For other com-
pared approaches, their hyper-parameters are tuned
according to the performances on the validation set. For
all compared approaches including RMT-Net and RMT-
Net++, early-stopping is conducted according to the per-
formances on the validation set. We run each approach 10
times and report the median values.

We evaluate the performances on testing sets in terms of
two commonly-used metrics for credit scoring and default
prediction:AUC andKS. AUCmeasures the overall ranking
performance. KS measures the largest difference between
true positive rate and false positive rate on the ROC curve,
which can be the threshold for loan approval.

TABLE 2
Details of Datasets With Single rejection/approval Policy

TABLE 3
Details of Datasets With Multiple rejection/approval Policies
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6.3 Performance Comparison

In our experiments, the performance comparison is con-
ducted from three perspectives.

Firstly, we need to conduct performance comparison on
approved samples. Table 4 illustrates performance compari-
son on approval-only datasets. Overall speaking, semi-super-
vised, counterfactual and multi-task approaches achieve
relative improvements comparedwith baselines. Thismeans,
these approaches are effective for credit scoring, even when

training and testing samples share similar data distributions.
Moreover, it is clear that RMT-Net achieves the best perform-
ances. On average, RMT-Net relatively improves baselines
by 9.32%, and improves the second-best compared approach
by 3.61%, evaluated byKS.

Secondly, we need to investigate whether our proposed
approaches can stably achieve promising performances in dif-
ferent data distributions. This requires us to conduct experi-
ments on both approved and rejected samples. This is a very

TABLE 4
Performance Comparison on Approval-Only Datasets, Evaluated by AUC (%) and KS(%).

Average values are also listed. � denotes statistically significant improvement, measured by T-Test with p-Value< 0:01, over the second-best
approach on each dataset.

TABLE 5
Performance Comparison on Approval-Rejection Datasets, Evaluated by AUC (%) and KS(%).

Average values are also listed. � denotes statistically significant improvement, measured by T-Test with p-Value< 0:01, over the second-best approach on each
dataset.
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important experiment, for we strongly need credit scoring
models that can stably and accurately infer credits of loan
applications in feature distributions of both approved and
rejected samples in real-world applications. Table 5 illustrates
performance comparison on approval-rejection datasets. It is
clear that baselines achieve poor performances, due to the dis-
tribution shift between training and testing samples. Both
semi-supervised and counterfactual approaches significantly
outperform baselines, and counterfactual approaches slightly
outperform semi-supervised approaches. Meanwhile, multi-
task learning approaches except RMT-Net perform poorly,
and some of them are even worse than baselines. This could
be because some task weights are not well learned, since we
have no observed default/non-default labels for rejected
samples during model training. In the feature distribution of

rejected samples, there is no supervision for optimizing the task
weights to control how much information is shared from the
rejection/approval task to the default/non-default task. Instead,
RMT-Net clearly achieves such supervision for optimizing the
task weights with the best performances on all datasets. Com-
paring with Cross-Stitch, MMOE, and PLE, RMT-Net relatively
improves KS by 36.97%, 70.32%, and 72.62% on average respec-
tively. Moreover, on average, RMT-Net relatively improves
baselines by 76.80%, and improves the second-best compared
approach by 18.21%, evaluated by KS. These improvements are
much larger than those on approval-only datasets. This is
because rejected samples are evaluated during testing. With a
better learning of the default/non-default task for rejected sam-
ples, RMT-Net provides bigger room for improvements.

Thirdly, we also need to conduct performance compari-
son under multiple policies. Table 6 shows performance
comparison on multi-policy datasets. We can clearly
observe that RMT-Net++ can further improve the perform-
ances of RMT-Net. On average, RMT-Net++ relatively
improves RMT-Net by 5.83%, evaluated by KS.

These experimental results strongly verify the effective-
ness of our proposed RMT-Net and RMT-Net++.

6.4 Hyper-Parameter Study

Furthermore, we are going to investigate the impact of
hyper-parameters in our proposed RMT-Net and RMT-Net
++. In Fig. 3, we illustrate the performances of RMT-Net
and RMT-Net++ on testing set with varying loss balancing
parameter � and layer number t.

Firstly, the loss balancing parameter � somehow affects
the performances of RMT-Net and RMT-Net++. Thus, it is
better for us to tune this hyper-parameter according to vali-
dation set for optimal performances. In Section 6.3, we
report results on testing set via hyper-parameter tuning on

TABLE 6
Performance Comparison on Multi-Policy Datasets, Evaluated by AUC (%) and KS(%).

Average Values are Also Listed. � denotes statistically significant improvement, measured by T-Test with p-Value< 0:01, over the second-best
approach on each dataset.

Fig. 3. Performances of RMT-Net and RMT-Net++ on testing set with
varying hyper-parameters: (1) the left part shows the impact of the loss
balancing parameter �; (2) the right part shows the impact of the layer
number t. To be noted, we report results of RMT-Net on single-policy
dataset, and results of RMT-Net++ on multi-policy datasets.
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validation set. Moreover, the performances are not very sen-
sitive to �, and performance on each dataset stays stable in a
range of loss balancing parameter �.

Secondly, the layer number t has very slight effects on the
performances of RMT-Net and RMT-Net++. Thus, we do not
need to carefully tune this hyper-parameter. To be noted, t
includes the final layer in MLP, and the minimum value of t is
2. This means, t layers indicate we have t� 1 hidden layers in
RMT-Net and RMT-Net++ for each task. If we set t ¼ 1, there
will be no hidden layers in RMT-Net and RMT-Net++, and our
design reject-aware multi-task learning framework will be
invalid. Accordingly, for simplicity, we set t ¼ 2 in rest of our
experiments, and report according results on testing set in
Section 6.3.

6.5 Visualization

In Fig. 4, we illustrate the relationship between the rejection
probability and the weight of the rejection/approval task for
the learning of the default/non-default task in RMT-Net and
RMT-Net++. This demonstrates the status of gating net-
works. For all datasets, the larger the rejection probability,
the larger the weight of the rejection/approval task. This
means our proposed approaches learns that, with a larger
rejection probability, less reliable information can be learned
in the default/non-default network, and more information
should be shared from the rejection/approval network.With
such a gating network, we can alleviate the under-fitting

problem of conventional multi-task approaches in the fea-
ture distribution of rejected samples.

7 CONCLUSION

In this paper, we focus on modeling biased credit scoring
data, in which we have only ground-truth labels for
approved samples and no observations for rejected samples.
Such bias affects the reliability of default prediction, and we
aim to improve the prediction accuracy on both approved
and rejected samples. We find that the default/non-default
classification task and the rejection/approval classification
task are highly correlated in credit scoring applications,
according to both real-world data study and theoretical anal-
ysis. We for the first time propose to model biased credit
scoring data using an MTL framework, and propose a novel
RMT-Net approach, which learns the task weights that con-
trol the information sharing from the rejection/approval
task to the default/non-default task by a gating network
based on rejection probabilities. According to empirical
experiments on 10 datasets under different settings, RMT-
Net improves the poor performances of existing MTL
approaches, and significantly outperforms several state-of-
the-art approaches fromdifferent perspectives. Furthermore,
we extend RMT-Net to RMT-Net++ for modeling scenarios
with multiple rejection/approval strategies. According to an
extra experiment, RMT-Net++ with multiple strategies can

Fig. 4. Visualization of gating networks in RMT-Net and RMT-Net++, in which we illustrate the relationship between the rejection probability and the
weight of the rejection/approval task for the learning of the default/non-default task.

LIU ETAL.: RMT-NET: REJECT-AWARE MULTI-TASK NETWORK FOR MODELING MISSING-NOT-AT-RANDOM DATA 7437

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on May 21,2024 at 07:47:25 UTC from IEEE Xplore.  Restrictions apply. 



further improve the performances of RMT-Net in a more
complexmulti-policy scenario.
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