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ABSTRACT

Magnetic particle imaging (MPI) is a novel medical imaging
technology, which uses the nonlinear magnetization response
of super-paramagnetic iron oxide (SPIOs) to describe the dis-
tribution of SPIOs in the target region. X-space method is
a widely used image reconstruction method of MPI, which
directly reconstruct in spatial domain. However, due to its
inherent limitation of disregarding the physical properties of
real systems, native X-space reconstructed MPI images are
usually very blurry which limits the subsequent clinical use.
In this study, we propose a novel multi-scale adaptive trans-
former (MSA-transformer) for image deblurring and recover
the detail information. We perform experiments on both sim-
ulated datasets and real data to evaluate of our method. The
experimental result shows, our method outperforms existing
methods including methods used in MPI and some prevalent
restoration methods used in computer vision.

Index Terms— Magnetic particle imaging, X-space, deep
learning, transformer, image deblurring

1. INTRODUCTION

Magnetic particle imaging (MPI), a emerging medical imag-
ing technique, can sensitively detect the magnetization re-
sponse of magnetic nanoparticles in vivo [1]. MPI has many
advantages, including high sensitivity and contrast, no depth
limitation and no ionizing radiation [2, 3]. With the contin-
uous development of MPI theory and instruments, MPI has
shown promising in the application of vascular imaging [4],
tumor detection [5], cell tracking [6].

Currently, system matrix (SM) reconstruction [7] and X-
space [8] reconstruction are two main approaches for MPI
image reconstruction. The SM method offers high imaging
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accuracy, however, measuring the complete SM is often time-
consuming. In contrast, X-space method directly reconstruct
in spatial domain achieving fast imaging. Nevertheless, due
to influence of point-spread function and the limitation of as-
sumptions in X-space theory [8, 9], the reconstruction images
of X-space method are usually blurry which causes negative
impact on the subsequent use of MPI images. Image deblur-
ring is a widely studied problem in the field of image pro-
cessing and low-level computer vision. The purpose of im-
age deblurring is to recover a sharp image from the blurry
one [10]. Traditional image deblurring utilize deconvolution
algorithms such as Lucy-Richardson method or Wiener de-
convolution to restore high quality images. However, these
methods are often not effective enough in complex real-world
scenarios with noise. With the rise of deep learning, many
researchers use deep learning to solve the image deblurring
problem [10]. transformer, a network architecture achieves
great success in natural language processing, is increasingly
used in image processing tasks for its powerful modeling ca-
pabilities. Self-attention is the core component of transformer
architecture that is effective in modelling global-range cor-
relation, but may neglect the local details such as the edge
information which is quite important in X-space reconstruc-
tion. Convolution operation shifts the kernel across the im-
age detect the repetitive patterns which could help to restore
local information and provide a complementary effect to self-
attention.

In this paper, we propose a multi-scale adaptive trans-
former (MSA-transformer) to explicitly extract local and
global information and adaptively fuse them together to ef-
fectively reduce blur in native MPI images. We use differ-
ent types of self-attention to extract global information and
proposed a local channel attention module to extract local
information. After that, we combine the information of dif-
ferent scales with channel-wise adaptive mix-up. We verify
the performance and generalization of our model on differ-



ent simulated MPI datasets, our method outperform all other
methods which is prevalent in image restoration.

2. METHOD

2.1. Network structure

Our proposed MSA-transformer is shown in Fig.1, which
is an encoder-decoder architecture with residual connection.
We first use combination of convolution layer and residual
convolution blocks to extract shallow features and downsam-
ples the image resolution. Next, we operate our multi-scale
adaptive transformer (MSAT) blocks on the smallest and
second-smallest scales. MSAT consists of multi-scale atten-
tion (MSA) module and multi-scale feed-forward network
(MSFN) module. For MSA module, we use two types of
self-attention to extract global information. The first one
is intra-strip attention from Stripformer. The strip attention
could capture blur patterns and decompose them into differ-
ent orientations which is benefitial in solving the anisotropic
problem of MPI images. The second one is multi-Dconv head
transposed attention (MDTA) block from Restormer, which
applies self-attention across feature dimension and computes
cross-covariance across feature channels. In addition to us-
ing self-attention to extract global-range information, we
apply a local channel attention (LCA) block to focus on local
information which is composed of convolutional layers and
channel-attention block playing a complementary role to self-
attention. we combine the extracted global and local feature
with channel-wise adaptive mix-up which is a channel-wise
learnable parameter. Besides, We also introduce a multi-
scale feed-forward network (MSFN) consisting of depth-wise
convolutions and normal convolutions to replace the origi-
nal feed-forward network in transformer. After using MSAT
blocks to extract and combine local and global information in
high level, we adopt transpose convolution for up-sampling.
Its output features are combined with the feature maps from
encoder on the same scale using channel-wise adaptive mix-
up as well. Finally, our network ends with residual blocks and
a convolution layer with a residual connection to the input
image.

2.2. Loss function

We employ a combination of three loss functions to train our
network: Charbonnier loss, Edge loss and Contrastive loss
[11]. The combined use of the three loss functions can make
the model pay attention to different aspects and improve the
recovery effect of the model on MPI images.

Charbonnier loss:

Lehar = \/|IY = Y2 + €2, (1)

where Y is the real high quality MPI image and Y is the pre-
dicted high quality MPI image, ¢ is set to 10%. Charbonnier

loss is a commonly used loss function in image restoration
tasks.
Edge loss:

Leage =\ IAY — AV|2 + 22, @

where A is the Laplacian opeator. Edge loss encourages the
model focus on the edge information and recovery more ac-
curate edges.

Contrastive loss:
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L1((X) = (V)

where 1) is the extracted hidden features from fixed pre-
trained VGG-19. L1 is the L1 norm. Contrastive loss pulled
the deblurred MPI image Y close to the clear ground truth
while pushing Y away from the blurred input X in latent
feature space. The overall loss function of LGA-transformer
is
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where we set Aegge = 0.05 and A, = 0.0005.

2.3. Implementation Details

We use images reconstructed in low gradient field (3T/m) as
input and deconvoluted images in high gradient (6T/m) as
label. The number of stacks of Strip-SA-LCA blocks and
MDTA-LCA blocks of our model is set to be 6 and 3 in the
smallest and second-smallest scales. We initialize the model
weights using Xavier initialization. For the training process,
the network operates on 120 x 120 input images with a batch
size of 16. We utilize the Adam optimizer with 5; = 0.5 and
B2 = 0.999. The network is trained for 200 epochs and the
initial learning rate is set to le-4 and cosine decay to le-5. To
ensure fairness, our method and all comparison methods are
used the same training settings. The models is trained using
the PyTorch framework.

2.4. Metrics

To evaluate the performance of our LGA-transformer, we uti-
lize the Structural Similarity Index (SSIM) and Peak Signal-
to-Noise Ratio (PSNR) to provide quantitative measurements
of the quality of the restored MPI images.

3. EXPERIMENTS

3.1. Dataset

In this study, two simulated dataset are used to train and
evaluate the performance and generalization of model. The
first one is Mixed National Institute of Standards and Tech-
nology database (MNIST) dataset as simulated phantoms
including 10000 images. The original images were resiezed
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Fig. 1. Architecture of our proposed MSA-transformrer network and details of the two modules of MSAT block. Strip-SA-LCA-
Block and MDTA-LCA are different types of MSAT blocks with different types of self-attention. Mix represent channel-wise

adaptive mix-up which is a channel-wise learnable parameter.

to 120 x 120 in order to agree with the simulation parame-
ters. In MNIST dataset, 8000 are used for training, 1000 for
validation and 1000 for testing. The second one is Phantoms
dataset, we construct different types of phantoms includ-
ing: resolutions, vessels, vessel stenosis tumors and shape
combinations to verify the generalization performance of our
model. There are a total of 1000 phantoms images and we
only use them for testing. We utilized the Langevin equation
to simulate the magnetization response of MNPs in MPI. The
Langevin function can be written as follow:

m|B(r,t)]| kT

M(r,t) = My(r) x [coth( T ) — B 1]
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where B(r, t) is the total magnetic field at position 7 and time
t, m is the magnetic moment and My(r) = NX‘)/m is the
saturation magnetization of the particles contained in the vol-
ume AV, N(r) is the number of particles each contributing
a magnetic moment m = %ng’Msat. To reconstruct the
MPI image, we applied the X-space method and generated
the simulated MPI image using MATLAB. To make our sim-
ulations more realistic and to make our model more robust to
real noise, we used a commercial MPI equipment (MOMEN-
TUM CT, Magnetic Insight Inc., Alameda, CA, USA). to col-
lect real noise images. We randomly crop the acquired noise
images and add them to the native image with different pro-
portion o. The MPI simulation parameters are lists in Table
1. We also uses real phantom data to verify the effectiveness
of our method.

Table 1. MPI simulation parameters

Parameters Value Unit
Permeability of vacuum 47 x 1077  NA~2
Nanoparticle diameter 20 nm
Saturation magnetization  4.77 x 107>  Am™!
Nanoparticle diameter ~ 6.75 x 107 Am?
Kelvin temperature 293.15 K
Boltzmann constant 1.38 x 1072 JK~!

Gradient 3.6 Tm™!
Field of view 30 x 30 mm?
Noise SNR 20 — 30 dB

3.2. Experiment result

To demonstrate the effectiveness of our proposed method in
removing the blurred artifacts and improving spatial resolu-
tion of native MPI images. We conducted experiments on
different datasets and compared our approach with previous
method used in MPI such as FDS-MPI [12] and some pow-
erful transformer-based image restoration model like SwinIR
[13], Stripformer [11] and Restormer [14]. We show ex-
amples of deblurred MPI images in Fig.2. The first row is
a digit phantom result from MNIST test set. We can see
that except FDS-MPI, other methods are better to restore the
shape of handwritten digits. However, the images recovered
by Restormer and Stripformer have visually broken parts that
are inconsistent with the high-quality images. Although the
SwinlR restores a more complete shape, there are some irreg-
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Fig. 2. Examples of deblurring effect comparison of different methods on different types of data.
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ular blurring artifacts. The second row is an shape phantom
example from Phantoms dataset. As can be seen from the
results, all methods have recovered the shape of the phantom.
Although FDS-MPI recovered the shape, it fails to deblur the
image. Other methods achieves better deblurring effect, but
there are still differences in details. Focusing on the bound-
ary of the two holes at the top and the bottom of the star
shape(yellow box), compared to other methods, our method
restores the boundary more clearly which makes the two
holes appear more distinct. From the quantitative indicators,
we can also see that our method outperform all other meth-
ods. The last row is an example in real situation. Visually, our
method produces much clearer branches than other methods
which shows the effectiveness of our method in real scenar-
ios. We calculated the average quantization results on the
MNIST test set and the Phantoms test set, which are shown
in Table 2. Our method achieves the highest PSNR and SSIM
on both dataset, which indicates that our model has superior
performance and generalization ability to accurately recover
images form blurred and noisy data.

Table 2. Performance evaluation for different methods

MNIST Phantoms
Method

PSNR SSIM PSNR SSIM
FDS-MPI [12] 20.16 0.5082 1841 0.4137
SwinlIR [13] 31.17 09534 2799 0.9152
Stripformer [11] 33.21 09711 30.02 0.9367
Restormer [14] 33.68 09737 30.76  0.946
LGA-transformer (ours) 34.87 0979 31.03 0.9479

Restormer

28.77 dB

Stripformer Ours Label

28.64 dB

0

26.22 dB

29.64 dB

29.05 dB

4. CONCLUSION

In this paper, we proposed MSA-transformer for effectively
deblurring and improving the spatial resolution of MPI im-
ages. Through the combination of self-attention and local
attention adaptive, our network can effectively extract multi-
scale information, model global information, and focus on lo-
cal details to achieve more effective MPI image deblurring.
In the simulation, we use quantitative indicators to demon-
strate the superiority of our approach. In the real situation,
our network achieves better result visually which shows the
effectiveness of our method for deblurring MPI images in real
scenario.
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