
 

Cognitive Navigation for Intelligent Mobile Robots:
A Learning-Based Approach With Topological

Memory Configuration
Qiming Liu , Xinru Cui , Zhe Liu , and Hesheng Wang , Senior Member, IEEE

 
   Abstract—Autonomous navigation for intelligent mobile robots
has gained significant attention, with a focus on enabling robots to
generate  reliable  policies  based  on  maintenance  of  spatial  mem-
ory. In this paper, we propose a learning-based visual navigation
pipeline that uses topological maps as memory configurations. We
introduce  a  unique  online  topology  construction  approach  that
fuses odometry pose estimation and perceptual similarity estima-
tion.  This  tackles  the  issues  of  topological  node  redundancy  and
incorrect edge connections, which stem from the distribution gap
between  the  spatial  and  perceptual  domains.  Furthermore,  we
propose  a  differentiable  graph extraction  structure,  the  topology
multi-factor  transformer  (TMFT).  This  structure  utilizes  graph
neural  networks  to  integrate  global  memory  and  incorporates  a
multi-factor  attention  mechanism to  underscore  elements  closely
related to relevant target cues for policy generation. Results from
photorealistic  simulations  on  image-goal  navigation  tasks  high-
light  the  superior  navigation  performance  of  our  proposed
pipeline  compared  to  existing  memory  structures.  Comprehen-
sive  validation  through  behavior  visualization,  interpretability
tests,  and  real-world  deployment  further  underscore  the  adapt-
ability and efficacy of our method.
    Index Terms—Graph  neural  networks  (GNNs), spatial  memory,
topological map, visual navigation.
  

I.  Introduction

IN recent  years,  autonomous  robot  navigation  has  emerged
as  a  prominent  research  field.  The  primary  focus  is  on

empowering  robots  with  task-oriented  mobility  awareness  in
unseen  environments,  leveraging  their  onboard,  first-person
perception [1]–[6].  Early  learning-based  navigation  pipeline

typically employs neural networks to map perception to deci-
sion-making [1], [2]. However, this approach results in a robot
that  relies  solely  on  instant  sensory  inputs  for  decision-mak-
ing,  which  can  be  short-sighted  and  challenging  for  adapting
long-term tasks [7].  To address this issue, the introduction of
memory  mechanism  has  been  proposed [3], [5], [8], [9].
Memory  essentially  incorporates  episodic  historical  observa-
tions, enabling the robot to utilize a broader spectrum of tem-
poral and spatial data for more comprehensive decision-mak-
ing.

Topological memory is extensively utilized in a multitude of
learning-based  navigation  systems [10]–[15].  In  contrast  to
traditional scene representation structures that provide a dense
and global  description of  the  entire  scene [6], [8], [16], [17],
the  topological  map  abstracts  physical  spaces  into  a  network
of  discrete  nodes.  Each  node  encapsulates  the  observational
features  of  its  specific  location,  and  the  edges  illustrate  the
accessibility between nodes [18].  This abstract  representation
can  potentially  decrease  computational  and  storage  costs  by
concentrating solely on essential landmark features [11], [19],
[20]. Moreover, the interconnection of landmarks, as denoted
by the  edges,  naturally  signifies  the  spatial  correlation  of  the
scene’s  structure  and  features,  providing  an  advantage  for
global planning and effective memory utilization.

In  order  to  construct  a  topological  representation  of  the
scene, some methods have relied on pre-existing environmen-
tal knowledge [10], [11], [21], [22]. More recent studies have
leveraged perceptual similarity to inform the online construc-
tion of topological maps [12], [13], [23]–[27], operating under
the  assumption  that  dissimilar  observations  imply  distinct
topological nodes. Yet this approach does not account for the
discrepancy  between  perceptual  resemblance  and  physical
location; visually similar scenes might be geographically sep-
arate,  and  different  perspectives  of  the  same  location  can
appear  perceptually distinct.  Such inconsistencies  can lead to
superfluous  nodes  and  inaccurate  mappings  in  topological
map  generation [23], [24].  To  address  this  challenge,  this
paper  introduces  a  new mapping methodology that  integrates
perceptual  similarity  assessments  with  pose  estimations,  cap-
turing  both  perceptual  and  spatial  proximities  for  robust  and
precise topological map construction.

Building  upon  the  generated  topological  memory,  another
important  issue  is  how to  utilize  information  from the  mem-
ory  structure  to  facilitate  better  decision-making.  While  the
majority of existing research utilizes topological maps primar-
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ily for path planning and task decomposition [10], [14], [19],
[21],  this  approach  does  not  exploit  the  full  breadth  of  data
available  in  the  topological  structure,  and  compromises  path
efficiency due to the sparsity of the map [12], [13], [15], [22],
[28].  In  response,  we  develop  a  differentiable  graph  extrac-
tion  framework,  the  topology  multi-factor  transformer
(TMFT), which facilitates adaptive extraction of memory fea-
tures in response to the evolving task and environmental con-
ditions.

In  summary,  this  paper  introduces  a  learning-based  visual
navigation framework that  employs topological  structures for
spatial  memory.  Our  approach  offers  substantial  enhance-
ments  in  both  the  construction  and  utilization  of  topological
memory compared to existing models. We present a two-fac-
tor verification technique to construct more precise and coher-
ent  topological  memory by integrating relation assessment  in
both perceptual and spatial domains. Furthermore, we develop
a neural-based pipeline TMFT to extract topological memory
for  the  generation  of  navigational  policies.  The  TMFT  har-
nesses  global  topological  data  and  selectively  utilizes  mem-
ory  features  that  align  with  the  robot’s  present  observations
and task objectives. Our primary contributions include:

1)  The  introduction  of  an  online  topological  memory  con-
struction  approach  that  synergizes  neural  odometry  with  per-
ceptual  similarity measures to bridge the gap between spatial
proximity  and  perceptual  resemblance.  This  technique  pro-
vides a more robust and precise topological map even without
panoramic  perception,  and  it  shows  superior  performance  in
complex  environments  characterized  by  scene  similarity  and
changes in viewpoint.

2)  The  creation  of  a  neural-based  topological  memory
extraction  method  TMFT  for  navigation  decision-making.
This  framework  employs  graph  neural  networks  to  integrate
global memory and introduces a multi-factor attention mecha-
nism  for  targeted  extraction  of  memory  information,  thus
improving  the  robot’s  task  awareness  and  selective  attention
to pertinent memory indicators.

3)  Empirical  validation  of  our  method’s  enhanced  naviga-
tional  performance  within  the  photorealistic  Gibson  environ-
ment  for  image-goal  tasks.  We  confirm  the  precision  of  our
topological  map  generation  and  demonstrate  adaptive  mem-
ory  integration  with  environmental  and  task-related  cues
through  visualization  and  interpretability  studies.  Addition-
ally,  we test  our system in real-world settings to ascertain its
practical applicability.  

II.  Related Work
  

A.  Memory in Autonomous Navigation
To facilitate robot navigation in unseen environments, tradi-

tional  geometry-based  approaches  utilize  simultaneous  local-
ization  and  mapping  (SLAM)  techniques [18], [29], [30] to
simultaneously  model  the  environment  and  track  the  robot’s
location. The spatial maps created in real-time underpin trajec-
tory  planning  algorithms  that  orchestrate  the  robot’s  move-
ments [4], [31], [32].  One  of  the  strengths  of  this  methodol-
ogy  is  its  capacity  to  produce  dependable  and  consistent  tra-
jectories, largely owing to the incorporation of episodic obser-

vations within the spatial map. Recent learning-based naviga-
tion  strategies  have  even  emphasized  the  role  of  historical
memory,  given  their  tendency  to  make  reactive  decisions
based  on  present  perceptions [1], [2], [7].  Earlier  models
attempted to encapsulate historical data within the parameters
of neural  networks [3], [5] or external buffers [33],  but these
solutions often fall short of the robust storage capabilities and
the clear  interpretability.  Consequently,  contemporary resear-
ch  has  begun  to  merge  structured  scene  maps [6], [8], [16],
[17] from geometry-based methodologies with learning-based
navigation frameworks, exploring the construction and utiliza-
tion of these structured memory representations in novel envi-
ronments.

Our research is centered on employing topological maps as
a  form  of  memory  representation  to  bolster  the  efficacy  of
learning-based  navigation  systems.  Unlike  representations
such as grid maps or point clouds that require global or dense
coverage  of  the  entire  scene,  topological  memory [10]–[15]
potentially  offers  better  efficiency [11], [19], [20] by  repre-
senting  the  scene  discretely  through  topological  nodes.  Fur-
thermore,  topological  memory  representations  can  naturally
indicate  the  connectivity  between  different  regions  of  the
scene.  Nevertheless,  generating  and  leveraging  topological
maps  in  complex  settings—where  similar  scenes  or  frequent
changes  in  viewpoint  occur —present  significant  challenges
[24]. This paper endeavors to tackle these obstacles by estab-
lishing reliable methods for constructing and effectively utiliz-
ing topological maps for navigation.  

B.  Generation of Topological Maps
Previous  studies  often  presupposed  prior  knowledge  of  the

environment [10], [11], [21], [22],  creating  topological  maps
offline  using  predetermined  rules [34] or  keyframe-based
methods [11].  Such  techniques,  however,  are  ill-suited  for
navigating  unseen  areas.  To  address  this,  more  recent  work
has shifted towards developing methods for online, incremen-
tal construction of topological maps. These methods typically
generate discrete topological  nodes and interconnect  them by
analyzing  sequences  of  observations.  Some  approaches
attempt  to  ascertain  the  spatial  relationships  between  nodes,
employing  strategies  like  siamese  networks  to  differentiate
between similar and dissimilar samples [26], or by categoriz-
ing  the  distance  intervals  between  observations [27].  To
enhance  the  interpretability  and  robustness  of  similarity  pre-
diction,  alternative  research  has  introduced  contrastive  learn-
ing and metric losses to produce continuous measures of simi-
larity [12], [13], [23]–[25].  These measures are often used in
conjunction  with  thresholding  techniques  to  decide  when  to
introduce new nodes within the topological map.

A key  limitation  of  these  methods  is  their  reliance  on  per-
ceptual  data  to  infer  spatial  relationships—A correlation  that
is  not  always  consistent.  Exceptions  such  as  similar  scenes
and  viewpoint  rotation  highlight  a  fundamental  gap  between
perceptual  similarity  and  spatial  distances.  Although  some
studies  recognize  this  issue,  their  solutions,  such  as  adopting
panoramic  vision [19], [23], [24],  only  partially  address  the
problem without fully resolving the perceptual-spatial discon-
nect. In response to these challenges, our paper proposes inte-
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grating  neural  odometry  with  similarity  assessments  to  inde-
pendently  evaluate  distances  in  both  spatial  and  perceptual
domains. This dual-pronged approach lays the groundwork for
a  more  robust  and  dependable  logic  in  topological  map  con-
struction that is effective even with limited viewpoint data.  

C.  Spatial Memory Extraction From Topological Maps
Topological maps inherently showcase the positions of driv-

able areas and their interconnectivity, facilitating a straightfor-
ward  navigation  strategy [10], [14], [19]–[21].  This  method
begins  by  localizing  the  robot’s  current  and  target  observa-
tions  within  the  topological  map.  Next,  a  pathfinding  algo-
rithm,  such  as  Dijkstra [35],  computes  the  route  from  the
robot’s location to the target. The derived waypoints are then
dispatched  to  the  lower-level  control  system  for  execution.
While  this  technique capitalizes  on the strengths  of  topologi-
cal mapping, it encounters difficulties in creating smooth and
efficient  trajectories,  attributed  to  the  inherent  sparsity  of
topological  data.  Moreover,  the  approach  does  not  fully  har-
ness  the  global  perceptual  insights  present  in  the  topological
map,  as  it  primarily  serves  localization  purposes  and  over-
looks the information outside the computed route.

Recent  research  is  exploring  the  integration  of  neural  net-
works to implicitly leverage topological memories for naviga-
tion. For instance, works such as [22], [36], [37] employ graph
neural networks (GNNs) to facilitate end-to-end action gener-
ation. Reference [13] advances this concept by using a Trans-
former to encode and decode features within the graph. Refer-
ence [28] introduces  hierarchical  topology  to  provide  a
detailed representation of expansive environments.  Reference
[34] enhances the interpretability of edges by grounding node
positions  in  real-world  coordinates,  supporting  high-level
decision-making.  While  the  aforementioned  methods  implic-
itly  utilize  historical  data,  our  paper  delves  into  the  nuanced
challenge  of  adaptive  memory  extraction.  We propose  a  sys-
tem  that  enables  the  agent  to  selectively  concentrate  on  the

historical  information  most  pertinent  to  the  current  task  state
and objectives, thereby optimizing decision-making efficacy.  

III.  Methodology
  

A.  Overall System Architecture
We  propose  a  novel  approach  for  visual  navigation  that

employs  an  online  constructed  topological  map.  To  ensure
robust  and  reliable  topology  construction  in  complex  scenar-
ios,  we  introduce  a  two-factor  verification  logic  that  com-
bines  perception  similarity  estimation  with  neural  odometry.
This bridges the distribution gap between the spatial and per-
ceptual domains. To extract task-specific information from the
continually  updated  memory  structure,  we  introduce  the
TMFT.  TMFT  effectively  utilizes  the  inherent  spatial  struc-
tural  information  of  the  topological  map.  Capitalizing  on  the
topological  map’s  compact  spatial  maintenance,  our  design
enhances long-term task comprehension and improves naviga-
tion performance. The overall system structure is illustrated in
Fig. 1 and involves two key steps:

1)  Topological  Memory  Construction: This  step  uses  per-
ceptual similarity estimation and spatial distance estimation to
perform  online,  incremental  construction  and  updates  of  the
topological map. The integration of neural odometry allows a
two-factor verification of the map in both perceptual and spa-
tial domains, which can effectively tackle the issues related to
redundant nodes and incorrect edge connections, and enhance
the reliability of memory construction.

2)  Task-Specific  Memory  Extraction: To  fully  exploit  the
spatial  memory  maintained  in  the  topological  map,  we  pro-
pose  the  TMFT  to  perform  cross  decoding  on  the  memory
structure,  incorporating  both  current  and  target  observations.
This  process  enables  the  reliable  extraction  of  specific  envi-
ronmental  spatial  structural  information,  and  enhances  the
understanding of navigation tasks from a broader perspective.

In  this  paper,  we  consider  the  image-goal  navigation  task
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Fig. 1.     Overall system architecture. To construct reliable topological memory, we introduce a two-factor validation that integrates perceptual similarity esti-
mation and odometry pose estimation simultaneously. This strategy mitigates the distribution disparity between the spatial and perceptual domains during map
construction. To utilize memory cues in the topological map, we encode the cognitive features of the topological map using graph convolutional networks. Sub-
sequently, adaptive attention is employed to extract task and environment-specific memory information, which guides navigation decisions.
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ot at ∈ A
A = {go straight, turn left, turn right}

where a robot  needs to reach the corresponding position of  a
given  target  image  using  an  onboard  camera.  At  each  time
step t,  the  robot  receives  a  first-person  perspective  RGBD
image observation , and outputs an action, , where the
discrete  action  space .
The  navigation  is  considered  successful  when  the  robot
reaches the target point within 1 m.  

B.  Topological Memory Construction
The  existing  methods  for  constructing  topological  maps

often  compare  similarities  between  various  observations
within  a  scene,  mapping  perceptual  relationships  to  spatial
locations.  This  can  be  problematic,  particularly  in  complex
environments  or  with  frequent  rotation  motions.  Our  paper
introduces a more precise method, integrating perceptual simi-
larity  estimation  with  spatial  estimation  via  neural  odometry.
We  believe  this  technique  has  three  main  benefits.  First,  it
addresses different aspects of localization—similarity estima-
tion  evaluates  perceptual  interrelationships,  while  odometry
focuses  on spatial  distances.  Second,  it  enhances the reliabil-
ity  and  fault  tolerance  of  memory  construction,  as  both  per-
ceptual similarity and odometry provide estimative values, not
requiring  high  precision.  Lastly,  our  method  eliminates  the
need for a panoramic view, utilizing a more practical and cost-
effective limited field-of-view camera.

Fsim

Fvo

Fsim
Fvo

V = {v1,v2, . . . ,vNt }
Nt

vi hi

H = {h1,h2, . . . ,

hNt }
pi

We  implement  an  image  encoder  to  encode  observa-
tions  at  given  moments.  We  use  those  encoded  vectors  from
different  observations  to  quantify  the  similarity  of  image
pairs.  To  correct  any  localization  errors,  a  neural  odometry

 is  employed  to  estimate  the  pose  transformation  from
adjacent  frame  observations.  The  robot’s  global  pose  is  pro-
gressively  accumulated  using  the  ego-motion  estimations.  In
our implementation, we utilize a ResNet-18 structure for 
[38]. For , we adopt the strategy from [39], which includes
processes  like  image  pre-processing,  concatenation  of  adja-
cent  frames,  convolution,  and  the  output  of  egomotion.  We
use  to  represent  the  set  of  topological
nodes,  where  is  the  current  number  of  nodes  in  the  map.
Each  node  stores  the  encoded  vector  instead  of  the  raw
image  observation  to  reduce  storage  requirements.  This
approach allows us to calculate perceptual similarity by lever-
aging  the  previously  stored  visual  features 

,  thus  eliminating  the  need  for  additional  computations.
Additionally,  each  node  retains  the  estimated  global  pose ,
acquired  through  neural  odometry.  The  detailed  topological
memory  construction  procedure  can  be  described  in  Algo-
rithm 1.

ot vt
ht lt

S = {si|si = cos(hi,ht), i = 1,2, . . . ,Nt}
D = {di|di = |li− lt | , i = 1,2 . . . ,Nt}

vk ∈ V sk
sth

vt vk
sth

1)  Agent  Localization: At  each  time  step t,  we  assume  the
current observation  is at an unlocalized virtual node  with
encoded  observation ,  and  global  pose .  The  similarity
sequence  and  the  spatial
distance  sequence  are  com-
puted.  If  there  exists  a  node  whose  similarity  with
the  current  observation  is  greater  than  the  threshold ,  we
localize  at  in the perceptual domain. If there are multiple
nodes  whose  similarity  scores  are  greater  than ,  we  select
the node with the highest similarity score. Additionally, a neu-

vk
dk vk

vt dth

vk vt
vk′ k′ = argmin(D)

ral odometry is employed to aid in the localization process and
offer  secondary  verification.  For  the  obtained  node  men-
tioned  above,  if  the  predicted  spatial  distance  between 
and  exceeds threshold , the robot is more inclined to rely
on the location information from odometry. This suggests that
the  two  visually  similar  nodes  are  spatially  distant,  so  the
robot should not be localized at . In this case,  is estimated
to be at , where .

Algorithm 1 Topological Memory Construction

Data:
V =
{
v1,v2, . . . ,vNt

}
　node of online updating topological map 

H =
{
h1,h2, . . . ,hNt

}
　node embedding 

L =
{
l1, l2, . . . , lNt

}
　location estimated by odemetry 

vt

vn

　agent’s current location and last location on topological map ,
 

ht　agent’s current observation embedding 
1: for t in maxstep T do

S ← {si |si = cos(hi,ht), i = 1,2, . . . ,Nt}2:　 
D← {di |di = |li − lt |, i = 1,2, . . . ,Nt}3:　 
sk ←max(S ), dk′ ←min(D)4:　 

sk ≥ sth5:　 if  then
LOCALIZATION6:　　 

dk ≤ dth7:　　 if  then
vt ← vk , hk ← ht8: 　　　

vt vn9: 　　　add edge ( , ) on map
10: 　　else

vt ← vk′ , hk′ ← ht11:　　　 
12: 　　end if
13: 　else

GRAPH UPDATE14: 　　

card(δ(vt ,B)) < M15:　　 if  then
vt16: 　　　add  to V

(vt vn)17: 　　　add edge ,  on map
18: 　　end if
19: 　end if
20: end for
21: return

ht

After  successful  localization,  the  perception  feature  of  the
localized node is substituted with the current feature , and an
edge  is  established  between  the  localized  node  and  the  last
localized node.

vt
max(S ) < sth vt
vn

dt j vt v j

dt j =
∣∣∣lt − l j

∣∣∣ > dth

vt

δ(vt,B) vt
vt

δ(vt,B)

2) Map Building and Update: If  the current virtual  node 
cannot be localized in the existing graph ( ),  is
created  as  a  new  node  and  connected  to .  Afterwards,  we
utilize global position information obtained from odometry to
regularize  the  graph  and  achieve  more  accurate  graph  con-
struction: a) Nodes that are far apart in spatial distance are not
connected, if  the spatial  distance  between nodes  and 
meets  the  condition  that ;  b)  To  ensure  a
rational distribution of nodes, it is imperative to limit the num-
ber of nodes within a defined spatial range. Supposing that 
is a newly generated node, if the number of nodes within the
neighborhood  centered  at  with  a  radius  of B,  is
greater  than  threshold M,  replaces  the  earliest  generated
node in .  
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C.  Task-Specific Memory Extraction
In  order  to  extract  task-related  information  from  a  scene’s

topology for subsequent navigation control, we design a mem-
ory  extraction  mechanism called  topology  multi-factor  trans-
former (TMFT). This mechanism, as depicted in Fig. 2, com-
prises two crucial  processes:  spatial  knowledge diffusion and
attention  redistribution.  Spatial  knowledge  diffusion  is
designed  to  implicitly  learn  the  global  spatial  distribution  of
the entire scene. It takes into account the current observation,
target information, and cognitive clues within the topological
map. Following this, attention redistribution is employed. This
process extracts key cognitive features from the merged multi-
factor relation graph. These extracted features are then used to
generate navigation actions.

Fenc ot
otarget et etarget

et etarget
H = {h1,h2, . . . ,hNt }

Ht Htarget ∈ RNt×d

Mt Mtarget ∈ RNt×d

Ht Htarget ∈ RNt×d

W ∈ Rd×d

1)  Spatial  Knowledge  Diffusion: This  process  aggregates
information  from  neighboring  topological  nodes,  potentially
expanding  the  agent’s  perception  field  while  also  integrating
visual cues for subsequent information extraction. We imple-
ment  to  first  encode  the  current  observation  and  the
target observation  into feature embedding  and .
Subsequently,  we  separately  concatenate  and  with
encoded vectors  stored  in  the  topological
map, which are then passed through a linear layer FC to obtain

 and  . We feed the two vectors into a multi-
layer  GCN [40] with L layers  for  feature  extraction,  yielding
multi-factor  memory  and ,  respectively.
Within  each  graph  convolutional  layer,  the  node  feature
matrix  or  of  the  topological  graph  under-
goes  a  feature  projection  using  the  parameter  matrix

, and the projected matrix is then aggregated with the
features  of  neighboring  nodes.  The  graph  convolutional  pro-
cess can be summarized as follows:
 

H (0)
E = FC([H,eE]) (1)

 

H (K)
E = ReLU

(
D̂− 1

2 ÂD̂− 1
2H (K−1)
E W(K−1)

)
(2)

 

M =H (L)
E (3)

E t
M Mt Mtarget Â

D̂

where K represents the K-th layer,  represents subscript  or
target,  and  correspondingly,  represents  or . 
means  the  adjacency  matrix  with  self-loops  and  corre-
sponds to its degree matrix.

Mt
Mtarget

2)  Attention  Redistribution: Graph  convolution  aggregates
information  from  neighboring  nodes,  allowing  the  agent  to
broaden its perception field based on topological memory. We
anticipate that this will enable the agent to prioritize attention
towards  task-related cues,  such as  the  target  and surrounding
structural  information,  thus  enhancing  spatial  awareness  and
task reasoning abilities. To accomplish this, our TMFT struc-
ture  reallocates  attention  to  the  feature  vector  graphs  and

.  This  method  captures  relationships  between  distant
nodes  in  the  topological  graph,  effectively  addressing  the
over-smoothing issue commonly found in GNNs [41].

et Mtarget

xt ∈ Rd

We use  as query and  as key and value to apply the
multi-head  attention [42] and  generate  the  feature  vector

 

Qi = etW
q
i , Ki = MtargetWk

i , Vi = MtargetWv
i (4)

 

headi = softmax
QiKT

i√
d

Vi (5)

 

xt = Concat (head1,head2, . . . ,headNH)WO (6)
Wq

i Wk
i Wv

i ∈ Rd×d

WO ∈ R(NH∗d)×d

NH
headi ∈ Rd

xtarget ∈ Rd

Mt etarget

where , , and    are parameter matrices for the
i-th attention head, and    is the output parame-
ter  matrix.  The “Concat” here  refers  to  concatenating 
attention  heads  along  the  feature  channel  dimen-
sion for future fusion. Similarly, we can obtain  by
reallocating attention to  using .

xt xtarget
yt ytarget

We then apply residual connections and layer normalization
to  and , and then feeding them into a fully connected
layer to obtain  and 
 

x̂t = LN(xt + et) (7)
 

yt = LN(ReLU(FC(x̂t))+ x̂t) (8)

yt ytarget

yt ytarget

Nt

where  LN  represents  layer  normalization,  and  FC  denotes  a
fully  connected  layer.  It  should  be  noted  that  the  generation
process of  and  is identical, with their attention struc-
tures being the same but their parameters being independently
trained.  Subsequently,  and  are  concatenated  to  form
the overall cognitive feature, which is finally utilized by stack
of MLPs and LSTM layers to learn the action policy. We note
that  TMFT does not  contain any trainable  parameters  associ-
ated  with  the  number  of  nodes ,  and  thus  it  is  capable  of
handling topological memories of changing structures.
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FencFig. 2.     Detailed structure of topological memory extraction. First, the current and target observations are encoded using . The encoded vectors are indi-

vidually fused with the feature vectors H stored in the topological nodes. The TMFT consists of following two processes. Spatial knowledge diffusion: Feed the
fused representations into GCNs to implicitly learn the global memory cues from the topological map. Attention redistribution: Reallocate attention to the nodes
using cross-attention on both the current perception and target clues, which provides crucial cognitive features for generating navigation actions.
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To ensure the interpretability of TMFT operations, we intro-
duce  an  auxiliary  task  to  predict  the  distance  score  (refer  to
(11))  between  target  and  current  positions.  The  context  vec-
tors  and  are concatenated and passed through two lin-
ear layers to output the distance score . Precisely predicting
such distance score facilitates the TMFT in acquiring a deeper
understanding  of  task-specific  cognitive  information,  ulti-
mately  bolstering  the  robot’s  comprehension  of  navigation
tasks.  

D.  Training

Fsim
Fvo

Fsim Fvo

We  utilize  a  two-phase  optimization  approach  to  train  the
network  modules.  We  first  train  the  visual  encoder  and
visual odometry  for memory construction. Then we freeze
the parameters of  and  and train the memory extrac-
tion module TMFT as well as the navigation policy.

Fsim

Fsim
Fvo

Fvo

Fvo

To train , we sample 5k random observations per train-
ing scenario. Similarity labels for each observation pair are set
based on geometric rules: A label of 1 is given if the orienta-
tion  between  observations  is  less  than  45°  and  distance  less
than  1.5  m,  otherwise  the  label  is  −1.  The  cosine  similarity
loss  between  observation  pairs  is  minimized  during  the 
training.  is trained using two consecutive frame images to
estimate  pose  transformation.  The  dataset  for  training  is
collected following the method in [39]. The L2 loss is used to
minimize the difference between the transformation estimated
by  and the ground truth transformation.

To  train  memory  extraction  module  as  well  as  the  naviga-
tion  policy,  we  employ  imitation  learning  (IL)  where  cross-
entropy  loss  is  implemented  to  minimize  the  log-likelihood
between  the  network’s  output  actions  and  the  expert  actions.
The loss function for IL is
 

LIL = E

− t=T∑
t=0

a∗t log(p (at |ot))

 (9)

a∗twhere  represents the expert  action of the robot at  the time
step t, and T denotes the length of the trajectory. The training
set contains 4 k episodes with 300 k state-action pairs from 30
highly realistic indoor environments.

The  auxiliary  task  of  predicting  distance  scores  can  be
regarded as a regression problem. We employ the widely used
L2  loss  in  regression  tasks  for  its  ability  to  facilitate  smooth
convergence
 

Laux = E

 t=T∑
t=0

∥∥∥s∗t − st
∥∥∥2 (10)

s∗twhere  represents  the  ground  truth  distance  score  between
the current position and the target point
 

s∗t =max(1−dis/dmax,0) (11)
dmax = 3 m dis

s∗t

s∗t

where  and  is the actual distance from the cur-
rent position to the target. This suggests that  represents the
normalized  distance  score,  which  is  non-zero  only  when  the
robot  is  within  a  3m  range  of  the  target.  increases  as  the
robot  approaches  the  target.  The  auxiliary  task  is  trained
simultaneously with IL. The overall loss is
 

Ltotal =LIL +Laux. (12)
  

IV.  Implementation

Nm
144×192

90◦

Nm = 300 sth = 0.4 dth = 1.0 M = 3 B = 1.2 Nm

sth dth

1)  Task  Settings: We  conduct  image-goal  navigation  using
Habitat  simulator [43] in  the  photorealistic  Gibson  dataset
[44].  The  objective  of  image-goal  navigation  is  to  reach  the
position  of  a  given  target  image  within  a  maximum timestep

 while  avoiding  obstacles.  The  robot  carries  a  monocular
RGBD camera in the body front with  resolution and

 horizontal  field  of  view.  The  hyperparameters  are  set  as
follows. , , , , .  is
chosen based on the size of the scenes, while the selection of

, , M and B relies on our sensitivity test and implementa-
tion experience to achieve an appropriate node density for the
topological map.

2)  Evaluation: During  testing,  we  employed  a  separate  set
of  7  environments,  distinct  from those  used for  training.  The
test  dataset  consists  of  630  episodes,  categorized  into  three
levels of difficulty based on the distance between the starting
point and the target: a) Easy: 1.5 m−3.0 m; b) Medium: 3.0 m−
5.0  m; c)  Hard: 5.0  m−10.0  m.  We  use  the  following  three
standard metrics to evaluate the navigation performance.

↑i) Success rate (SR) : The ratio between the successful and
the totoal numbers of episodes.

↑ii)  Success weighted by path length (SPL) :  Estimates the
path efficiency along with the success rate
 

S PL =
1

Ne

Ne∑
i=1

li
max(pi, li)

S i (13)

Ne li
pi

S i

where  is  the  number  of  episodes,  is  the  optimal  path
length between current and target positions in episode i,  is
the actual path length excuated by the agent in episode i, and

 indicates whether the i-th episode is successful.
↓iii)  Distance  to  success  (DTS) :  measures  the  closest  dis-

tance  to  the  target,  which  is  averaged  between  different
episodes
 

DTS =
1

Ne

Ne∑
i=1

max(||xi−gi||2−d,0) (14)

||xi−gi||2where  is  the  L2  of  closest  distance  to  goal  in i-th
episode and d is the success threshold distance (1 m).

3) Baseline and Ablation Models: We introduce the follow-
ing  baseline  or  ablation  models  to  compare  their  navigation
performances: a)  Reactive [2]: The  robot  navigates  in  the
environment without any memory, i.e., the robot extracts per-
ception  features  and  then  directly  generates  actions  using
MLP; b)  Nav  A3C [3]: An  internal-memory-based  method
that  maintains  memory  using  LSTM; c)  ANS [17]: Estab-
lishes  a  metric  spatial  map and employs  hierarchical  policies
by  selecting  waypoints  to  navigate. d)  Multi-store  memory
(MSM) [33]: Combines  short-term  working  memory  and
long-term episodic memory to generate actions; e) VGM [13]:
Uses visual input to construct  a topological  map for environ-
ment  cognition,  and  generate  actions  using  GNNs; f)  NRNS
[20]: Learns to self-localize and navigate in the environment
from  passive  videos,  where  topological  map  is  utilized  for
scene representation. g) Ours w/o TMFT: The ablation of our
model,  which  directly  utilizes  raw  topological  features  for
map feature fusing and extraction.  
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V.  Results

In  this  section,  we  evaluate  the  navigation  performance  of
various  models.  Furthermore,  to  demonstrate  the  effective-
ness  of  our  topology-based  navigation  pipeline,  we  conduct
ablation  and  interpretability  experiments.  Lastly,  we  deploy
our model on a physical robot to verify its adaptability.  

A.  Navigation Performance Evaluation
Table I illustrates the performance metrics of different mod-

els in various difficulty settings. Overall, our proposed frame-
work  demonstrates  a  significant  improvement  in  the  robot’s
image-goal navigation performance.

●  In  comparison  to  the  Reactive  model  lacking  memory
ability  and  the  Nav-A3C  model  using  an  implicit  memory
approach, our Full model demonstrates a remarkable increase
in  overall  success  rates  by  149.1% and  72.3%,  respectively.
This indicates the necessity of employing an explicit memory
structure in navigation tasks. Furthermore, when compared to
the MSM model that  utilizes a memory pool,  our Full  model
exhibits  a  notable  improvement  of  38.5% in  success  rate.  In
contrast  to  the  metric  map-based  model  (ANS),  our  Full
model  also  improves  success  rate  by  48.23%.  This  suggests
that, in comparison to other structured and unstructured mem-
ory  representations,  topological  maps  offer  more  substantial
enhancements in navigation performance. We content that the
interpretable  structures  and  compact  nature  of  topological
maps  reduce  the  need  to  maintain  redundant  environmental
information,  thereby facilitating a more dependable construc-
tion and extraction process.

●  Compared  to  the  NRNS and  VGM models  that  also  use
topological  maps  for  environmental  structure  representation,
our  Full  model  improves  success  rates  by  88.2% and  25.2%
respectively,  and  also  boosts  the  SPL  by  52.6% and  3.8%
respectively. Unlike NRNS, we utilize a transformer architec-
ture  in  the  memory  retrieval  phase  to  reallocate  attention  on
graph nodes, which captures longer-range dependencies. Rela-
tive  to  VGM, our  TMFT structure  enables  cross-decoding  of
the topological  map, improving task-specific memory utiliza-
tion. These improvements may also attribute to the more reli-
able memory construction facilitated by our two-factor mem-
ory construction strategy.

● The Full model outperforms the ablation model that lacks

TMFT,  showcasing  superior  navigation  skills.  This  implies
that TMFT potentially heightens the robot’s spatial awareness
and  task  reasoning  capabilities  by  enabling  a  better  grasp  of
global information.

t1
t3

Behavioral  Logic  in  Typical  Scenarios: To  better  illustrate
the  behavioral  logic  of  the  proposed  model,  we  visualize  the
robot’s  trajectory  in  a  typical  testing  scenario,  as  depicted  in
Fig. 3. It is evident that our method enables the robot to con-
struct  an  understanding  of  the  environment  during  the  whole
navigation  process.  Initially,  the  robot,  with  limited  environ-
mental knowledge, explores unseen areas while avoiding col-
lisions.  At time step ,  it  realizes that  the target  is  not  in the
bedroom and moves to explore the living room at time step .
Its  partial  understanding  of  the  environment  helps  it  avoid
repeated paths and search for the target along new traversable

 

TABLE I 
Performance Metrics of Different Baseline or Ablation Models under Testing

Environments with Different Difficulties

Easy Medium Hard Total

SR↑ SPL↑ DTS↓ SR↑ SPL↑ DTS↓ SR↑ SPL↑ DTS↓ SR↑ SPL↑ DTS↓

Reactive [2] 50.00% 0.332 0.527 21.74% 0.129 1.677 10.58% 0.062 4.087 27.44% 0.174 2.097

Nav A3C [3] 64.71% 0.311 0.325 41.88% 0.193 0.915 12.44% 0.047 3.023 39.68% 0.184 1.421

MSM [33] 64.00% 0.412 0.364 51.82% 0.341 0.753 32.24% 0.176 2.084 49.35% 0.310 1.067

ANS [17] 65.74% 0.390 0.235 47.67% 0.324 1.010 24.91% 0.191 2.662 46.11% 0.302 1.302

VGM [13] 66.97% 0.464 0.260 54.69% 0.373 0.677 42.16% 0.287 1.629 54.61% 0.375 0.855

NRNS [20] 52.07% 0.364 0.718 36.90% 0.276 1.385 20.00% 0.125 2.570 36.32% 0.255 1.558

Ours w/o TMFT 78.70% 0.476 0.165 66.30% 0.364 0.420 44.32 0.254 1.254 63.11% 0.365 0.613
Ours 87.04% 0.528 0.105 67.72% 0.351 0.486 50.27% 0.289 1.299 68.35% 0.389 0.630
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Fig. 3.     Behavior visualization of our model at different cognitive stages in a
typical navigation episode. The blue circles represent constructed topological
nodes,  and  the  red  triangle  indicates  the  target  location.  The  model  effec-
tively  utilizes  memory  information  to  search  for  targets  in  unseen  environ-
ments while avoiding repetitive paths.
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t5routes.  At  time  step ,  upon  identifying  an  image  similar  to
the target, the robot moves decisively towards that area, show-
casing its robust task reasoning abilities.  

B.  Visualization and Interpretability Experiments

sth
sth

sth

sth

1) Sensitivity to Node Density: To assess the impact of dif-
ferent  node  densities  on  navigation  performance,  we  select
five  distinct  values  and  evaluate  the  agent’s  performance
across  various .  The  sensitivity  test  results  are  depicted  in
Fig. 4. Overall, as  increases, the navigation performance of
the model decreases. We speculate that this effect arises from
the presence of redundant environmental information in dense
topological maps, which can disrupt the robot’s decision-mak-
ing  process.  It  also  demonstrates  that  our  model  does  not
require  an  excessive  representation  of  the  environment.
Instead,  it  effectively  extracts  task-specific  information  from
sparse topological  maps,  leading to favorable navigation per-
formance.  Moreover,  even  when  is  large,  the  decrease  in
model  performance  remains  below  15%,  and  the  model  still
outperforms  most  of  the  baseline  models,  showing  a  certain
degree of robustness.
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Fig. 4.     Sensitivity  test  of  navigation  performance  to  the  topological  node
density. The parameter  is used to control the density of nodes in the topo-
logical map, where a higher  value indicates a denser node distribution.
 

2) Comparison of Topological Map Construction: To better
demonstrate the effectiveness of topological map construction
in unseen environments,  we showcase visualizations of  topo-
logical maps produced by the Full model, the Full model with-
out odometry (which relies solely on perception similarity for
topology construction), and the VGM model (which also uses
only perception similarity for topology construction, but with
panoramic views). The mapping results are depicted in Fig. 5.
Contrasting  with  the  model  that  excludes  odometry,  our  Full
model prevents incorrect links between distant nodes by inte-
grating  spatial  domain  data  from  odometry.  When  compared
to  the  VGM,  our  Full  model  eliminates  superfluous  nodes,
ensures a balanced node distribution, and negates the need for
panoramic observations.

A
B

C D

To  further  illustrate  the  performance  of  our  topology  con-
struction method in complex situations, we provide an exam-
ple from the Quantico environment. As illustrated in Fig. 5, 
and  represent  two  visually  similar  but  distinct  locations,
while  and  represent different observation directions at the
same location. The results suggest that the incorporation of a
two-factor  verification  logic  can  lead  to  more  reliable  topol-

ogy  construction  in  challenging  scenarios  such  as  similar
scenes and viewpoint rotation.

ytarget

yt

yt ytarget

t2

t3

3) Node Attention Visualization: In Fig. 6, we visualize the
process  of  topological  map construction and attention alloca-
tion in a single episode. The attention scores for  are typ-
ically  assigned  to  nodes  near  the  robot,  while  the  attention
scores for  are usually allocated to nodes farther away from
the  robot.  It  is  worth  noting  that  when  the  robot  enters  the
wrong room,  and  are more inclined to be allocated to
the visited nodes that  are more likely to reach the target.  For
example, at time step , when the robot enters the kitchen and
finds  the  observation  different  from  the  target,  the  attention
scores  are  predominantly  allocated  to  the  nodes  closer  to  the
target.  Consequently,  at  time  step ,  the  robot  exits  the
kitchen, returns to the previously visited nodes, and continues
to  search  for  the  target.  We  believe  that  the  TMFT structure
effectively  facilitates  the  robot’s  exploration  of  possible  tar-
get  areas  in  the  topological  map,  guiding  the  robot’s  target
search in unseen environments.  

C.  Real-World Experiment
We employ our Full model on an embodied agent in a real-

world  scenario  to  validate  its  adaptability  and  transferability.
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Fig. 5.     Visualization  of  topological  map  construction.  We  visualize  the
mapping  performance  of  different  models  in  unseen  environments  with  the
same exploration trajectory.  We demonstrate  an  example  on how our  model
handles complex topology construction situations in Quantico.  and  repre-
sent two visually similar but distinct locations, while  and  represent dif-
ferent  observation  directions  at  the  same  location.  Their  corresponding  per-
ceptions are illustrated at the bottom.
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The  experimental  site  consists  of  a  square  area  measuring
5 m × 5 m with scattered obstacles. A turtlebot robot equipped
with an RGBD camera is utilized to perform image-goal navi-
gation  tasks.  To  mitigate  the  impact  of  perceptual  disparities
between  simulation  and  real-world  on  navigation  perfor-
mance, we employ transfer learning. Initially, a human expert
guides  the  robot  manually  towards  the  target  to  collect  data.
Subsequently,  we  use  the  collected  data  to  retrain  the  Full
model using the strategy in Section III-D, enabling it to adapt
to real-world environments.

We present  two typical  test  episodes in Fig.  7.  The experi-
mental results demonstrate the effectiveness of our method in
enabling the robot to create a coherent and standardized topo-
logical map of the environment during real-world navigation.
This,  in  turn,  facilitates  the  extraction  of  task-specific  infor-
mation from the topological map and promotes the generation
of  robust  navigation  strategies.  The  aforementioned  results
obtained  in  real-world  scenarios  align  with  the  conclusions
derived from the simulations,  thereby validating the potential
applicability of our system in real-world settings.
 
 

Episode 1 Episode 2
Global view Camera view Global view Camera view

Start point Target Topological node

t0 t0

t1 t1

t2 t2

t3 t3

 
Fig. 7.     Real word experiment results. We record the global view and cam-
era view during the image-goal navigation process. The last row displays the
topological map.  

VI.  Conclusion

In  this  paper,  we  propose  a  learning-based  navigation

pipeline  that  capitalizes  on  topological  memory.  Initially,  we
introduce  a  two-factor  verification  technique  for  topological
map construction by integrating both pose estimation and per-
ceptual  similarity  assessment.  Second,  we  present  a  neural-
based  memory  extraction  structure,  TMFT.  This  structure
enables the robot to concentrate on more critical spatial mem-
ory based on task progress and target cues. Our design allows
for  more  reliable  memory  construction  in  complex  environ-
ments, and the adaptive memory retrieval approach aligns bet-
ter with human intuition. To validate the effectiveness of our
proposed  system,  we  conduct  image-goal  navigation  experi-
ments,  visualization,  and  interpretability  tests,  which  demon-
strate superior performance. We also implement our system in
real-world environments. Looking ahead, our future work will
focus on developing a new paradigm for topological map gen-
eration  which  moves  away  from  explicit  similarity  compari-
son  pipeline.  Additionally,  we  are  developing  hierarchical
topology  structures  to  facilitate  the  preliminary  exploration
behavior of robots in unseen scenarios.
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