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   Abstract—This article studies the effective traffic signal control
problem of  multiple  intersections  in  a  city-level  traffic  system.  A
novel  regional  multi-agent  cooperative  reinforcement  learning
algorithm called RegionSTLight is proposed to improve the traf-
fic  efficiency.  Firstly  a  regional  multi-agent  Q-learning  frame-
work is proposed, which can equivalently decompose the global Q
value of the traffic system into the local values of several regions.
Based on the framework and the idea of human-machine cooper-
ation,  a  dynamic  zoning  method  is  designed  to  divide  the  traffic
network  into  several  strong-coupled  regions  according  to  real-
time traffic flow densities.  In order to achieve better cooperation
inside  each  region,  a  lightweight  spatio-temporal  fusion  feature
extraction  network  is  designed.  The  experiments  in  synthetic,
real-world  and  city-level  scenarios  show  that  the  proposed
RegionSTLight  converges  more  quickly,  is  more  stable,  and
obtains better asymptotic  performance compared to state-of-the-
art models.
    Index Terms—Human-machine  cooperation, mixed  domain  atten-
tion mechanism, multi-agent reinforcement learning, spatio-temporal
feature, traffic signal control.
  

I.  Introduction

NOWADAYS,  with  rapid  urbanization  and  transportation
system  modernization,  the  size  of  the  urban  traffic  sys-

tem has  increased  dramatically.  The  efficiency  of  urban  traf-
fic system is vital to many aspects such as the economy devel-
opment and air pollution. From the perspective of traffic man-
agement, traffic signal control (TSC) is a widely used and fea-
sible approach [1], [2].

Conventional methods such as FixTime [3], GreenWave [4]
and MaxQueue [5] treat TSC as an optimization problem and
solve it  based on rules  under assumptions like having unlim-
ited lane capacity [6]. However, these rule-based methods can
hardly  handle  practical  complex  traffic  systems  since  these

assumptions cannot be satisfied in practice [7].
Reinforcement learning (RL) is a powerful artificial intelli-

gence  paradigm  for  dynamic  control  and  has  been  widely
applied by researchers to TSC in the past few years. In partic-
ular, Q-learning, which is one of the most widely used value-
based  RL  algorithms,  was  first  applied  to  control  a  single
intersection  in [8].  With  the  development  of  deep  learning
(DL), deep reinforcement learning (DRL) which is the combi-
nation of RL and DL emerges to improve the performance of
RL  by  using  DL  to  enhance  the  capability  of  feature  extrac-
tion [9]. The deep Q network (DQN) is one of the most com-
monly used value-based DRL algorithms, which uses the tar-
get  network and memory replay to stabilize the learning pro-
cess. Li et al. [10] used DQN to control traffic signals of a sin-
gle  intersection  and  achieved  better  performance  compared
with  conventional  rule-based  methods  and  tabular  reinforce-
ment learning methods.

When  it  comes  to  TSC  in  multiple  intersections,  a  direct
method is to regard the entire network composed of all inter-
sections as an object to control which is known as centralized
learning. However there exists a problem where the state and
action spaces grow exponentially with the increasing number
of  intersections,  i.e.,  the  curse  of  dimensionality.  To  handle
this  problem,  Wu  and  Lou [11] applied  a  sequence-to-
sequence  model  with  the  attention  mechanism  to  decompose
the  state-action  space  into  sub-spaces  and  proposed  a  DRL
model  based  on  Meta-learning  which  decoupled  task  infer-
ence  and  control  to  accelerate  the  learning  process.  Another
method is to use single-agent RL algorithms directly on each
intersection  which  is  called  an  independent  RL  (IRL).  For
example,  Prashanth  and  Bhatnagar [12] proposed  a  Q-learn-
ing algorithm with linear function approximation for TSC of a
single  intersection,  which  adopted  feature-based  state  repre-
sentations and was applicable  to  the environment  of  multiple
intersections by using IRL. Alegre et al. [13] further proposed
a  linear  function  approximation  based  on  Fourier  basis  func-
tions  in  a  network  of  signalized  intersections  which  has  the
advantage of having error bounds.

Although  IRL  can  handle  the  curse  of  dimensionality,  it
cannot guarantee convergence due to its disregard for environ-
ment  uncertainty  caused  by  other  agents.  Multi-agent  rein-
forcement  learning  algorithms  (MARL)  are  very  suitable  for
TSC of  multiple  intersections whose foundation is  game the-
ory,  and the  basic  multi-agent  Q-learning algorithm was first
applied to TSC of multiply intersections in [14]. However it is
difficult  for  intersections  in  real-world  traffic  systems  to
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observe the global state and action, which makes multi-agent
Q-learning algorithm not feasible in practice. Therefore, there
are several  works developing MARL for  TSC under the idea
of centralized training with decentralized execution [15]−[17].
Under the idea of coordinated learning, multi-agent A2C [15]
was developed from IA2C (IRL using A2C) to achieve coop-
erative  actions  among agents  in  which  each  agent  took  other
agents’ policies as part of its state. Wang et al. [16] used mean
field approximation to model the interactions among agents as
neighbors’ mean  action,  which  made  agents  learn  a  better
cooperative  strategy.  Li et  al. [17] proposed  a  knowledge-
sharing  protocol  for  interaction  agents  to  communicate  with
each other.

Considering  the  characteristics  of  traffic  systems,  there
exists some research dedicated to zoning the entire traffic net-
work  into  small  regions  and  then  use  MARL  algorithms  to
control  regions,  thus simplifying the problem [18]−[20].  Chu
et  al. [18] proposed  a  zoning  method  which  only  considered
horizontal and vertical divisions with size limitation. Accord-
ing  to  real-time  traffic  flow  density,  it  obtained  several  sub-
regions and used a linear approximation Q function to control.
It  is noted that a set of weight parameters corresponding to a
specific sub-region size was used and updated. Tan et al. [19]
divided  the  large  grid  into  several  subregions  with  the  same
topology. Each subregion learned its own RL policy and value
function with limited actions. Then a centralized global agent
learned to aggregate regional values and formed the global Q-
function.  However,  as  the  road  network  grows  larger,  the
global Q-function becomes difficult to learn. Jiang et al. [20]
proposed a  traffic  network decomposition approach to  divide
the  large  grid  into  subregions  with  different  degrees  of  con-
nectivity, and then trained subregions instead of the entire net-
work synchronously.

Although the  above works  can overcome the  partial  obser-
vation  problem,  it  is  not  proper  to  tackle  TSC  in  large-scale
traffic systems due to its model complexity. The graph neural
network  is  very  suitable  for  graph  modeled  problems  and  it
can efficiently capture the relationships between nodes and the
global  structure  of  the  graph.  In [21],  a  graph  convolutional
network with an embedded self-attention mechanism was pro-
posed  and  it  utilized  dynamic  attention  of  neighbors  to  help
agents  achieve  more  effective  collaboration.  Wei et  al. [22]
adopted  the  graph  attention  network  to  gather  state  informa-
tion of neighbors thus making each intersection agent learn to
cooperate  with  others.  Moreover,  Wu et  al. [23] proposed  a
spatio-temporal graph attention network to extract spatio-tem-
poral  features  from  the  local  state  of  each  intersection  agent
and  its  neighbors  thus  making  it  possible  to  achieve  better
cooperation performance. However, the spatio-temporal graph
attention network proposed in [23] is  not  lightweight  enough
to handle TSC in city-level traffic systems.

This paper studies TSC of large-scale traffic systems. First,
in terms of MARL, the regional multi-agent Q-learning frame-
work  especially  for  TSC is  derived  from general  multi-agent
Q-learning.  This  framework  can  make  the  global  Q  value  of
the  traffic  system  equivalent  to  the  sum  of  local  values  of
regions  thus  making  it  scalable  to  large-scale  traffic  system.
Specifically, the entire traffic network can be divided into sev-

eral  regions  which  have  the  characteristics  of  internal  strong
coupling and external weak coupling. Then a dynamic zoning
approach  based  on  the  idea  of  human-machine  cooperation,
which  divides  the  entire  traffic  network  into  several  regions
according to the real-time traffic flow density on each road, is
designed  to  make  the  aforementioned  framework  applicable.
Moreover,  in  order  to  achieve  better  cooperation  inside  each
region, a lightweight spatio-temporal fusion feature extraction
network is  designed to obtain spatio-temporal  fusion features
for  each  intersection  from the  local  states  of  its  neighbors  in
the  region.  Specifically,  it  introduces  the  LSTM  network  to
extract  the  temporal  feature  of  intersections  and  uses  the
mixed  domain  attention  mechanism to  obtain  the  spatio-tem-
poral fusion features of intersections.

In summary, the major contributions of this paper are as fol-
lows.

1)  A  regional  multi-agent  Q-learning  framework  is  devel-
oped to simplify the overall  TSC problem to several regional
control  problems  under  the  idea  of  coordinated  learning,
which is scalable to large-scale multi-agent systems.

2)  A  dynamic  zoning  approach  is  designed  to  realize
human-machine  cooperation  by  which  the  entire  traffic  net-
work  is  divided  into  several  regions  according  to  real-time
traffic flow density.

3)  A  lightweight  spatio-temporal  fusion  feature  extraction
network is designed to achieve better cooperation inside each
region.

The  remainder  of  this  paper  is  organized  as  follows.  Sec-
tion  II  introduces  the  traffic  signal  control  model  in  a  large-
scale  network  and  analyses  the  feasibility  of  the  regional
multi-agent reinforcement learning framework for TSC which
is  the  theoretical  basis  of  the  proposed  RegionSTLight.  In
Section  III,  the  proposed  RegionSTLight  is  introduced  in
detail. The numerical experiments are conducted under a syn-
thetic scenario, a real-world scenario and a city-level scenario
in  Section  IV  to  illustrate  the  effectiveness  of  the  proposed
method. Finally, some conclusions are drawn in Section V.  

II.  Problem Formulation and Feasibility Analysis
  

A.  Traffic Signal Control Modeling in Large-Scale Network

G(I,E)

Vi ⊆ I
ei j ∈ E

The  traffic  system  can  be  modeled  as  a  directed  graph
 where  each  intersection  is  seen  as  a  node,  the  road

between  two  intersections  is  seen  as  an  edge  in  the  graph, I
denotes  the collection of  intersections and E denotes  the col-
lection of  roads.  represents  the set  of  the neighbors  of
intersection i, and  denotes the road from intersection i
to intersection j. It has been proven that the influence between
adjacent  intersections  can  be  fully  described  by  the  traffic
flow on the connecting road [24]. Therefore we use the traffic
flow  as  the  correlation  between  intersections  to  design  the
zoning method.

A  4-direction  intersection  shown  in Fig.  1 is  taken  as  an
example to illustrate the definitions which can be easily gener-
alized to different intersection structures.

1) Road: This is defined as the edge between two intersec-
tions.  To  specify  the  direction  of  the  road  corresponding  to
intersection, the road can be classified into the input road and
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output road. The road with the direction entering an intersec-
tion  is  defined  as  the  input  road  of  the  intersection  and  the
road with the direction exiting an intersection is defined as the
output road. There are 4 input roads in intersection i in Fig. 1.

2) Lane: This is defined as the area where vehicles can drive
for a long time; there are 3 lanes on each road in Fig. 1. The
lane on the input road is defined as an input lane, and that on
the output road is defined as an output lane.

3)  Entering  Direction: The  standard  intersection  contains
four entering directions including north, south, west and east.

4)  Flow  Direction: This  is  defined  as  the  direction  which
traffic  flow  moves  from  one  intersection  to  another  on  the
road.

5)  Traffic  Movement: This  is  defined  as  the  traffic  moving
towards a certain direction within an intersection, such as left
turns, straight travel and right turns. Typically, right turn traf-
fic can pass regardless of traffic signals but with low priority.
Furthermore,  the  number  of  lanes  one  traffic  movement  can
occupy is variable.

6)  Link: This  is  defined  as  the  drivable  trajectory  from  an
input lane to an output lane in a traffic movement. For exam-
ple, for an input lane, there are three output lanes for straight
travel in Fig. 1; thus straight travel has three possible links.

7) Phase: This is a combination of traffic signals for differ-
ent  traffic  movements.  For  example,  there  are  four  types  of
phases  in Fig.  1 including west-east  straight  travel,  west-east
left turn, south-north straight travel and south-north left turn.

⟨N,S,O,A,R,P,π⟩
S

s = {si, i = 1, . . . ,N}
O

S
o A = A1× · · ·×AN

a = {ai, i = 1, . . . ,N}
R = {ri, i = 1,2, . . . ,N}

ri : S×
A×S→ R P : S×A×S→
[0,1]

Since the traffic system is modeled as a directed graph, the
traffic  signal  control  can  be  defined  as  a  fully  cooperative
MARL task where each intersection is controlled by an agent,
and the whole process is modeled as a decentralized partially
observable Markov decision process (Dec-POMDP) [25] rep-
resented  by ,  where N is  the  number  of
agents in the game system,  is the joint state space of the sys-
tem and the joint state  is the collection of
the states of all agents, and  is the joint observation space of
the  system  which  is  a  part  of  and  the  joint  observation  is
represented  by .  Similarly  is  the  joint
action  space  and  the  joint  action  is  the
collection of the actions of all agents,  is
the utility  space after  all  agents  take their  actions and 

 is  the  reward  function  of  agent i, 
 is the state transition probability distribution of the sys-

π = {π1, . . . ,πN}tem,  is the joint strategy.
π

o o′
r = {r1, . . . ,rN}

At each time step, under the joint strategy , the joint action
has  been  taken  to  interact  with  the  system where  each  agent
chooses  its  action  according  to  its  own  strategy  and  the  sys-
tem observation . After that, the next system observation 
and the total  reward  can be obtained from the
system.

i ∈ IAs shown in Fig. 1, consider that each intersection  has
Q connected input roads each of which contains M lanes, the
local observation of intersection i is designed as
 

oi =
{
pi,vi,m,m = 1, . . . ,Q×M

}
(1)

pi vi,mwhere  represents the current phase at intersection i and 
represents the number of vehicles on the input lane m of inter-
section i.

The  local  action  of  intersection i is  set  to  choose  the  next
phase and the local reward function of i is designed as
 

ri = −
Q×M∑
m=1

Γi,m (2)

Γi,mwhere  is the queue length on the input lane m of intersec-
tion i.  The negative value of  the  sum of  the  queue lengths  is
taken  as  the  reward  since  the  goal  of  RL is  to  maximize  the
cumulative rewards.

According to the weak coupling between regions, the queue
length  between  regions  is  short  thus  making  the  reward
between regions close to 0, which can in turn prove the theo-
retical  correctness  of  the  proposed  regional  multi-agent  Q-
learning framework in Section II-B.  

B.   Feasibility  Analysis  of  Regional  Multi-Agent  Q-Learning
Framework for Large-Scale TSC

The  multi-agent  Q-learning  framework [26] is  a  widely-
used  value-based  MARL  framework.  It  sets  the  target  net-
work and samples  transitions  from replay buffer D to  update
the  Q  network  to  make  the  training  process  more  stable.
Besides,  it  decouples  the  selection  and  evaluation  process  of
action to prevent the problem of high estimation. Based on the
Bellman  equation [27],  the  loss  function  of  agent i and  its
optimization are as follows:
 

L (ϕi) = E(s,a,r,s′)∼D

[(
Qϕi (s, a)− yi

)2
]

(3)
 

yi = ri+γQϕ−i

(
s′,argmax

ai
Qϕi

(
s′, a

))
(4)

 

ϕ∗i = argmin
ϕi
L (ϕi) . (5)

Qϕi (s, a)
ϕi

yi
Qϕ−i (·)

ϕ−i
ϕi

γ ∈ [0,1]

where  represents  the  value  of  the  state  action  pair,
i.e., the output value of the Q network with  as its trainable
parameters,  indicates  the  target  output  value  of  the  Q net-
work,  represents the output value of the corresponding
target  network  with  as  its  trainable  parameters  which  is
often  copied  from  at  a  certain  number  of  steps,  and

 is  the  discount  factor  to  limit  cumulative  rewards.
Substituting  observations  for  state,  the  Q  network  uses  sam-
ple estimation and gradient descent to update parameters 
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Fig. 1.     The definition of observation, action and reward.
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∇ϕiL (ϕi) ≈
1
B

B∑
j=1

∇ϕi Qϕi

(
oj, a j

) (
Qϕi

(
oj, a j

)
− yi, j

)
(6)

 

ϕi← ϕi−η∇ϕiL (ϕi) (7)
yi, jwhere  is the target Q value of agent i in sample j, B is the

batch size and η is the learning rate.

Q(o, a) =
∑N

i=1 Qϕi (o, a)

Q(o, a) =
∑N

i=1ψi ·Qϕi (oi,ai)

The  multi-agent  Q-learning  framework  implicitly  contains
the  assumption  that .  To  make  multi-
agent  Q-learning  framework  practicable,  the  idea  of  central-
ized  training  with  decentralized  execution  is  proposed [28].
According to this idea, the total Q value is the linear combina-
tion  of  local  Q values,  i.e.,  [29],
[30].  More  generally,  it  should  satisfy  the  individual  global
maximum  (IGM)  principle  to  ensure  the  consistency  of  the
joint and local greedy action selection
 

∀o ∈ O, argmax
a∈A

Q (o, a)

=

argmax Qϕ1
a1∈A1

(o1,a1) , . . . ,arg max
aN∈AN

QϕN (oN ,aN)

 . (8)

oi

Under  this  assumption,  each  agent  can  select  its  action
according to its local observation , and the gradients of their
parameters are computed by the output of the mixing layer of
all the local Q values, that is, the global Q value.

Qϕi (o, a) ≈ Qϕi (oi,ai) +∑
j∈Vi M j(o j,a j,aV j ) Vi

M j

Qϕi (o, a) ≈ Qϕi (oi,ai,ϕNi )

Qϕi (o, a) ≈ Qϕi (oi,ai)

On  the  other  hand,  coordinated  Q-learning  is  one  MARL
trick to balance optimality and scalability by conducting itera-
tive  message  passing  among  neighbor  agents [31].  The  local
Q  value  can  be  calculated  by 

 where  is  the  neighbor  set  of  agent i
and  is the message from neighbor j.  Therefore the global
Q  value  is  the  sum of  all  local  values.  There  are  two  imple-
mentation  methods.  One  uses  the  policy  of  neighbors  as  the
message  to  pass  [15] and  the  other
directly  adopts  its  own  observation [32] and  action  as  input

,  that  is  the  independent  Q-learning
(IQL) [33].

In  this  paper,  we  design  an  MARL  framework  named  as
regional  multi-agent  Q-learning  for  large-scale  TSC.  The
entire  road network is  divided into  several  regions  according
to  the  real-time  traffic  flow  on  connecting  roads  of  intersec-
tions,  making  the  intersections  in  each  region  strongly  cou-
pled (with enough vehicles on the connecting road) while the
coupling  between  regions  is  weak.  Then  inspired  by [15],

[22], the message from neighbors is designed as the weighted
sum  of  the  local  features  of  neighbors  in  each  region  to
achieve  cooperation  within  the  region.  The  Q  value  of  inter-
section i satisfies that
 

Qϕi (o, a) ≈ Qϕi (õVi∪i,ai) (9)
õVi∪iwhere  represents the weighted sum of the local features

of target intersection i and its neighbors in the located region.
Due to weak coupling between regions, the need for interre-

gional  cooperation  is  minimized.  The  global  Q  value  equals
the sum of all regional values, i.e.,
 

Q(o, a) =
Y∑

y=1

Qy(oy, ay) (10)

Qy(oy, ay) =
∑

i∈Ny
Qϕi (õVi∪i,ai)

Ny oy = {oi, i ∈ Ny}
ay = {ai, i ∈ Ny}

where  is the sum of local val-
ues of intersections in region y, Y is the number of regions and

 is the set of intersections in region y,  is the
joint  observation  of  region y and  is  its  joint
action.  

III.  The Proposed RegionSTLight
  

A.  Overall Framework of the Proposed RegionSTLight

{õVi∪i, i ∈ Ny}

ϵ

(oj, a j, r j,

o′j), j = 1, . . . ,Y

The  overall  framework  of  the  proposed  RegionSTLight  is
shown in Fig. 2. Firstly the entire road network is divided into
several  regions  according  to  real-time  traffic  flow.  Then,  the
local  observations  of  intersections  in  each  region  are  input
into  the  spatio-temporal  fusion  feature  extraction  network  to
obtain the spatio-temporal fusion features  of all
intersections in this region. Finally the spatio-temporal fusion
features  are  input  into  the  Q-value  prediction  to  output  the
state-action  values  of  each  intersection  in  region y.  Through
the -greedy exploration  strategy,  the  joint  action  of  each
region  is  obtained  and  conducted  in  the  traffic  environment
thus generating reward and the next state of each intersection
in  the  environment.  All  of  the  regional  samples 

,  are  stored  in  the  replay  buffer  to  update  the
parameters  of  spatio-temporal  fusion  feature  extraction  net-
work and Q-value prediction.  

B.  Dynamic Zoning of the Traffic Network

G(I,E)

In  order  to  make  the  TSC scheme scalable  to  urban  traffic
and  utilize  expert  knowledge,  the  entire  traffic  network

 is  divided  into  several  regions  at  each  control  step
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Fig. 2.     The overall framework of the proposed RegionSTLight.
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according  to  the  real-time  traffic  flow  on  the  roads  by  a
designed rule explained below.

ei j ∈ EFirstly,  the  traffic  flow density  on  road  at  time t is
designed as
 

ρi j (t) =

∑
m∈Li j xm

i j (t)

M× n̄
(11)

Li j ei j
ei j n̄

ei j xm
i j (t)

ei j

where  is  the set  of lanes on road , M is  the number of
lanes on road  and  is the average lane capacity of the road

,  represents the number of vehicles on lane m of road
 at time t.

ρi j (t) ≥ ξ
ξ ∈ [0,1)

Then, the dynamic zoning principle is as follows. The inter-
section i and j are assigned into the same region if ,
where  is  the  division  threshold  and  is  decided  by
experiments. The size of each region is set to 5, i.e., the num-
ber of intersections in one region is no more than 5, under the
assumption  that  the  intersections  in  a  much larger  region  are
not  closely  connected  to  each  other.  Once  the  size  of  the
divided region is  larger than 5,  all  of  its  intersections will  be
viewed  as  independent  regions  each  of  which  only  contains
one intersection. In order to enrich the observation of the inde-
pendent region, the local observations of geographic neighbor
intersections are given for its feature extraction. Moreover, the
neighbors of intersection i are other intersections in the region
that i belongs to.

Therefore, the traffic flow densities on every road are calcu-
lated by (11) at the beginning of each control step and the traf-
fic  network  is  divided  into  several  regions  according  to  the
traffic  flow  densities.  After  that,  the  intersections  in  each
region  learn  how  to  cooperate  with  each  other  by  extracting
the  spatio-temporal  fusion  features  and  the  optimal  global
joint  action  can  be  obtained  by  concatenating  optimal  joint
actions of all regions because the IGM principle is satisfied in
theory.  

C.  Q Network Design
The entire Q network structure is shown in Fig. 3 including

basic  feature  extraction,  temporal  feature  extraction,  mixed

domain  attention  mechanism  and  Q-value  prediction.  Each
part is illustrated in detail as follows.

1)  Basic  Feature  Extraction: Firstly  the  local  observations
of the intersections in one region will be input into a two-layer
multi-layer  perceptron  (MLP)  to  obtain  their  basic  features.
The basic feature of intersection i is obtained by
 

f ′i = Dense(oi) (12)
 

fi = Dense( f ′i ) (13)
oi Dense

fi

oi(t : t+ l)

where  is  the  local  observation  of i,  is  the  full-con-
nected layer and  is the basic feature of i. Note that in order
to extract temporal feature, during one phase with length l, the
local  observations  of  intersection i at  every  times-
tamp  should  be  input  into  the  basic  feature  extraction  as  a
batch.

2)  Temporal  Feature  Extraction: An  LSTM  network  is
adopted to extract temporal features of intersections from their
basic features
 

hi = LSTM( fi(t : t+ l)) (14)
hi

fi(t : t+ l)
where  is the temporal feature of intersection i and the basic
features  of intersection i at all timestamp during one
phase make up one input of LSTM network while local obser-
vation  at  each  timestamp  is  an  input  of  basic  feature  extrac-
tion.

3)  Mixed  Domain  Attention  Mechanism: A  mixed  domain
attention mechanism is proposed to extract the spatial relation-
ship of adjacent intersections and the local relationship of fea-
ture dimensions. Firstly, the temporal features of intersection i
and  its  neighbors  are  input  into  the  graph  attention  network
(GAT) [34] to fuse the spatial information
 

qi = GAT(hi, {h j, j ∈ Vi}) (15)
qiwhere  is the feature of i which has fused the spatial infor-

mation from features of its neighbors. The principle of GAT is
 

εi j = (hiWt)× (h jWs)T (16)
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Fig. 3.     The entire Q network structure of RegionSTLight.
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αi j =
exp(εi j)∑

j∈Vi exp(εi j)
(17)

 

qi = σ(Wq×
∑
j∈Vi

αi j(h jWc)+bq) (18)

hi,h j
oi,o j εi j

αi j
qi

Wt, Ws
εi j, αi j

Wc
αi j qi

Wq, bq

where  are  the  hidden  vectors  from  the  local  observa-
tions ,  represents the influence of neighbor j on agent
i,  is the attention that agent i should pay to its neighbor j,
and  is  the  spatial-weighted  feature  vector.  Firstly  the  hid-
den  vectors  of  the  target  agent  and  its  neighbors  are  embed-
ded  by  different  dense  layers  whose  parameters  are 
respectively  and  can  be  obtained.  After  that,  the  hid-
den vectors of neighbors are first embedded by another dense
layer with parameters  and then multiplied by the attention

,  and  finally  is  obtained  through  a  dense  layer  whose
parameters are .

q j j ∈ Vi

Since  the  intersections  in  one  region  are  neighbors,  the
fused  features  of  other  intersections  in  the  same
region can be similarly obtained with the same input features
 

q j = GAT(h j,
{
hk,k ∈ V j

}
), j ∈ Vi. (19)

Then, the efficient channel attention network (ECA) [35] is
used  to  obtain  the  local  cross-channel  relationship  of  feature
and the spatio-temporal fusion feature of intersection i is
 

õVi∪i = ECA(qi). (20)

The principle of ECA is
 

wi =GAP(qi) (21)
 

atti = σ(wi ∗ κ) (22)
 

q̃i = qi×atti (23)
qi ∈ RH×T×C

atti
∗

wi ∈ R1×1×C

κ =
log2(C)+θ
λ θ = 1, λ = 2 q̃i

where  is  the  input  feature  tensor  and C is  the
number  of  channels,  the  features  of  each  channel  are  aggre-
gated  through  the  global  average  pooling  denoted  as  GAP
without dimensionality reduction, the channel attention  is
obtained by performing 1D convolution ( ) and sigmoid acti-
vation(σ) on the aggregated channel features  and
the  kernel  size  of  1D convolution  is  adaptively  computed  by

, ,  is  the  channel-weighted  feature
tensor. The amount of parameters the ECA increases equals to
the kernel size of its 1D convolution.

4) Q-Value Prediction: According to the proposed regional
multi-agent Q-learning framework, the Q-values of all actions
of intersection i in region y can be obtained by
 

Qϕi (o, a) = Qϕi (oy, ay)

= Qϕi (õVi∪i,ai)

= Dense(õVi∪i,ai). (24)

ϵ

Therefore,  the  joint  action  of  region y can  be  obtained
through -greedy exploration  strategy,  and  the  global  joint
action  of  the  traffic  system  can  be  obtained  by  directly  con-
catenating the joint actions of all regions.  

D.  RegionSTLight Algorithm
Based  on  the  proposed  regional  multi-agent  Q-learning

framework  and  specific  RL  settings  in  TSC,  the  RegionST-
Light algorithm is developed in Algorithm 1. All the intersec-
tions in the traffic system are parameter-shared for scalability.

Algorithm 1 The RegionSTLight Algorithm

Inputs: Initial parameters of the Q network, the division threshold
ξ, learning rate η, batch size for updating B and the update
frequency of the target network K

D = ∅, ϕ− = ϕ1:   replay buffer 
2:   for episode = 0 to train_episodes do

o3:   　reset the environment and get the initial observation 
4:   　for step = 0 to maxstep do

ρi j(step× l) ∀i, j ∈ I i , j5:   　　compute flow densities  and 
6:   　　divide the entire road network into Y regions according to

new flow densities
7:   　　for all regions y do

ay

ϵ

8:   　　　select  regional  joint  action  by using the spatio-tem-
poral fusion feature and -greedy exploration strategy

9:   　　end for

a = {a1, . . . ,aN}
10: 　　concatenate  the  regional  joint  action  of  all  regions  and

execute the total joint action 
o′ r = {r1, . . . ,rN}11: 　　obtain new observation  and reward  

D = D∪ (o, a, r, o′)12: 　　

o′→ o13: 　　

14: 　　if the number of samples in D reaches B then
yi = ri+γQϕ− (õVi∪i,argmax

ai
Qϕ(õVi∪i,ai)) ∀

∈ I

15: 　　　   intersection
i (belonging to region y in the samples) 
L(ϕ) ≈ 1

B
∑B

j=1
∑Y j

y=1 (Qϕ(oj,y, a j,y)−∑
i∈Ny

yi)216: 　　　

ϕ← ϕ−η∇ϕL(ϕ)17: 　　　

18: 　　end if
19: 　end for

episodes%K == 020: 　if  then
ϕ− = ϕ21: 　　

22: 　end if
23: end for
Return: The final Q network parameters

ϵ
a

o′
r (o, a, r, o′)

Y j

At  each  control  step  which  is  the  end  of  each  phase,  the
flow densities of all roads are computed in real-time. Then, all
of  intersections  are  assigned  to Y regions  by  judging  if  the
real-time flow densities are larger than the division threshold
ξ.  After that, the regional observations are input into the spa-
tio-temporal  fusion  feature  extraction  network  to  obtain  the
spatio-temporal  fusion  features  and  the  regional  joint  action
can  be  obtained  through  Q-value  prediction  and -greedy
exploration strategy. The global joint action  is conducted in
the  traffic  environment,  and  the  next  observation  and
reward  of system can be obtained. The sample  is
stored into the buffer D. Finally, the average loss of a batch of
samples  is  computed  to  update  the  parameters  of  the  Q  net-
work if the number of samples in D reaches the batch size B.
Specifically  the  loss  of  sample j is  computed  by  the  sum  of
losses of its  regions.  

E.  Model Complexity Analysis
Assume that the dimension of the local observation of each
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d1
d2

O(d2
2)

intersection is , the length of phase time is l, the kernel size
of ECA is κ, the number of neurons in each hidden layer is 
and the number of optional phases is p.  Although RegionST-
Light  adds  some  parameters  to  learn  the  spatio-temporal
fusion  features  of  regions  owing  to  the  temporal  feature
extraction  and  the  mixed  domain  attention  mechanism,  both
the  time  and  space  it  requires  are  approximately  equal  to

, which are small enough to be scalable to thousands of
intersections.

d1d2+d2+d2
2 +d2

4(2d2
2 +d2)

3d2
2 +d2

2 +d2+ κ

d2 p+ p
O(d2(d1+13d2+ p+7)+ κ+ p)

d2

d1

O(d2
2)

1)  Space  Complexity: The  size  of  the  weight  matrices  and
bias  vectors  in  each  component  of  RegionSTLight  is  as  fol-
lows. a) Basic feature extraction: ; b) Tem-
poral feature extraction: ; c) Mixed domain atten-
tion  mechanism: ; d)  Q-value  prediction:

.  Hence,  the  total  number  of  trainable  parameters  to
store is .  Normally, the size of
hidden layer  is far larger than the kernel size of ECA κ, the
number of optional phases p and comparable to the dimension
of  local  observation  of  intersection .  Therefore,  the  space
complexity of RegionSTLight approximately equals .

Ws Wc Wt

d1d2+d2
2

ld2
2

d2
2 +d2

2 + κd2 d2 p
d2

O(d2(d1+ (3+ l)d2+

κ+ p)) O(d2
2)

2)  Time Complexity: The  following  assumptions  are  made.
a)  All  the  intersections  in  system  can  simultaneously  utilize
RegionSTLight  to  predict  Q  values.  b)  The  embeddings  for
either source or target intersection via ,  and  in GAT
can be conducted simultaneously. c) The flow densities on all
roads  can  be  computed  simultaneously.  These  assumptions
can  be  satisfied  by  the  computer  parallel  processing  technol-
ogy. Then, the time complexity which only considers multipli-
cation  operation  in  each  component  of  RegionSTLight  is  as
follows. a)  Basic  feature  extraction: ; b)  Temporal
feature  extraction: ; c)  Mixed  domain  attention  mecha-
nism: ; d)  Q-value  prediction: .  The  size  of
hidden layer  is normally far larger than the length of phase
time l,  hence  the  time  complexity  is 

 and similarly it approximately equals .
  

IV.  Experiments

The  proposed  RegionSTLight  is  applied  to  a  commonly
used traffic simulator Cityflow [36] with a synthetic scenario
to verify the feasibility and effectiveness of each part. A real-
world  scenario  is  also  provided  to  verify  its  effectiveness  in
practice and a city-level scenario is given to verify scalability.
Moreover,  we use  tensorflow2.4.0,  cuda11.0,  cudnn8.0.5  and
python3.6.5 on a server with Ubuntu16.04.  

A.  Experimental Scenarios
In the experiment, a synthetic scenario with 6 × 6 road net-

work and two city-level scenarios with 32 × 32 road network
and 16 × 64 road network are designed, and a real-world sce-
nario in Jinan is used.

Γi,m

The  optional  set  of  phases  for  each  intersection  is  {north-
south  straight,  west-east  straight,  north-south  turn  left,  west-
east turn left} with right turns allowed all the time. The length
of phase l is  15 s  under all  the scenarios.  Moreover the divi-
sion threshold ξ is  set  to  0.5,  the number of  train episodes is
200  and  the  queue  length  is  acquired  by  counting  the
number of vehicles with speed less than 0.1 m/s under all the

scenarios.

n̄

1)  Synthetic  Scenarios: Each  intersection  in  the  synthetic
scenario  contains  four  directions  (south-north,  north-south,
east-west  and west-east)  and each direction contains an input
road  and  an  output  road.  There  are  3  lanes  (300  meters  in
length) on each road, so the capacity of lane  equals 40 under
the assumption that the average length of vehicles is 5 meters
and the minimum gap between vehicles is 2.5 meters.

a)  The  6  ×  6  synthetic  scenario: As  shown  in Fig.  4,  the
traffic  flows  in  this  scenario  are  designed  to  form  different
strong-coupled regions and the simulation time is set to 3600
seconds  (maximum  step  of  one  episode  is  240).  There  are
straight  and  turning  flows  on  each  road  cross  the  road  net-
work and their average arrival rate is 120 vehicles/hour. Dur-
ing  the  first  and  last  half  of  the  simulation  time,  different
regional  traffic  flows  are  generated  to  simulate  the  dynamic
local traffic states.
 
 

 
Fig. 4.     The traffic flows in the 6 × 6 synthetic scenario: The orange regions
are obtained from the traffic flows during the first half of simulation time and
the green regions are generated according to the traffic flows during the last
half of simulation time.
 

b) The 32 × 32 synthetic scenario: Similar to the 6 × 6 syn-
thetic  scenario,  the  traffic  flows  in  this  scenario  are  also
designed to form different strong-coupled regions to simulate
dynamic urban traffic. There are straight and turning flows on
each  road  that  cross  the  road  network  with  their  average
arrival rate being 120 vehicles/hour. The regional traffic flows
are  randomly  generated,  specifically,  where  the  starting  and
ending intersections are randomly chosen from I and the aver-
age arriving rate is uniformly sampled from [90, 240] for each
flow. The simulation time is set to 1500 s.

c) The 16 × 64 synthetic scenario: The traffic flows in this
scenario are generated in the same manner as the 32 × 32 syn-
thetic  scenario.  Specifically,  there  are  straight  and  turning
flows on each road that cross the road network with their aver-
age  arrival  rate  being  120  vehicles/hour.  The  regional  traffic
flows  are  randomly  generated  under  which  the  starting  and
ending intersections are randomly chosen from I and the aver-
age arriving rate is uniformly sampled from [90, 240] for each
flow. The simulation time is set to 1500 s.
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2)  Real-World  Scenario: As  shown  in Fig.  5,  the  traffic
flows in the Jinan scenario are collected by roadside cameras
near  12  intersections  in  Dongfeng  sub-district,  Jinan,  China.
The simulation time is set to 3600 s. All the captured vehicles
are  modeled  with  5  m  length,  2  m  width  and  the  maximum
speed limited to 11.111 m/s.
  

 
Fig. 5.     The road network in Jinan scenario.
   

B.  Different Methods for Comparison and Metrics
1)  Different  Methods  for  Comparison: Firstly,  in  the  case

study  of  the  real-world  scenario,  different  methods  are  com-
pared  to  demonstrate  the  effectiveness  of  the  proposed
RegionSTLight.  Then,  in  the  case  study of  the  synthetic  sce-
nario,  an  ablation  experiment  is  conducted  in  the  6  ×  6  syn-
thetic  scenario  to  illustrate  the  effect  of  each part  of  the  pro-
posed  RegionSTLight  and  a  scalable  experiment  of  different
methods is conducted in the 32 × 32 synthetic city-level sce-
nario. All of the methods are listed as follows.

a)  FixTime: Choose  the  next  phase  in  a  fixed  order  for  all
intersections.

b) MaxPressure [37]: Choose the next phase with the maxi-
mum pressure for all intersections.

c)  IRL [33]: A  MARL  model  in  which  an  agent  corre-
sponds  to  a  Q  network  and  the  input  of  Q  network  contains
local  state  and  action  of  the  agent.  In  TSC  each  intersection
chooses its next phase according to its own state.

d)  GCN [38]: A  MARL  model  for  TSC  which  directly
applies  GCN  to  extract  spatial  features  from  the  geographic
neighbors.

e)  MADDPG [28]: an  MARL  model  which  firstly  applies
the idea of centralized training with decentralized execution.

f)  MA2C [15]: A  MARL  model  for  TSC  in  which  each
agent takes its neighbor agents’ policies as part of its state to
achieve cooperative actions.

g)  Coder [19]: A  MARL  model  for  TSC  in  which  each
agent controls a region with the same topology and a central-
ized  global  agent  is  applied  to  aggregate  regional  values  and
form the global Q-function.

h) CoLight [22]: A MARL model for TSC using multi-head
GAT  to  extract  spatial  features  from  the  geographic  neigh-

bors.
i)  STGAT [23]: A  MARL  model  for  TSC  using  a  spatio-

temporal  graph  attention  network  to  extract  spatio-temporal
features from the geographic neighbors.

j)  RegionSTLight  (proposed): A  MARL  model  for  TSC
based on regional multi-agent Q-learning which uses dynamic
zoning and spatio-temporal fusion feature extraction.

k)  NoMixed  (spatial  domain  attention  mechanism  only): A
MARL  model  for  TSC  which  uses  the  spatial  domain  atten-
tion  mechanism  to  extract  spatial  features  from  the  geo-
graphic neighbors.

l)  Single  (mixed  domain  attention  mechanism  only): A
MARL  model  for  TSC  which  uses  the  mixed  domain  atten-
tion  mechanism  to  extract  spatial  features  from  the  geo-
graphic neighbors.

m)  Region  (single  with  dynamic  zoning  only): A  MARL
model  for  TSC  which  uses  dynamic  zoning  and  the  mixed
domain  attention  mechanism  to  extract  spatial  features  from
the regional neighbors.

n) ST-single (single with temporal feature extraction only):
A  MARL  model  for  TSC  which  uses  the  spatio-temporal
fusion  feature  extraction  network  to  extract  spatio-temporal
fused features from the geographic neighbors.

Note  that  for  fair  comparison  all  the  methods  except  Fix-
Time and MaxPressure adopt the same hyperparameters listed
in Table I and all the MARL methods except IRL, MADDPG,
MA2C and Coder adopt parameter sharing.
  

TABLE I
The Hyperparameters Used by Different MARL Models

Hyperparameter Value

6 × 6 and Jinan 32 × 32

Number of layers in Q-value prediction 1 1

The dimension of hidden vector 32 32

Batch size 32 3

ϵinit 0.8 0.8

ϵDecay factor of 0.95 0.95

ϵmin 0.2 0.2

Learning rate 0.001 0.001

The update frequency of the target network K 5 5

Discount factor γ 0.8 0.8

Reward normal factor 250 250

The size of replay buffer 5000 160

 
2)  Metrics: The  objective  of  TSC is  to  minimize  the  aver-

age  travel  time  of  all  vehicles  entering  the  traffic  system.
Therefore  we use  the  average travel  time of  vehicles  and the
average  queue  length  of  intersections  (the  sum  of  queue
lengths  on  all  input  lanes  at  each  control  step)  to  reflect  the
efficiency of entire traffic system.  

C.   Experimental  Settings  and  Real-Time  Performance  of
Dynamic Zoning

1)  Experimental  Settings: Several  different  random  seeds
are used in the experiments of all the scenarios and some train
tricks  are  used  to  accelerate  the  learning  process  of  all  com-

 1994 IEEE/CAA JOURNAL OF AUTOMATICA SINICA, VOL. 11, NO. 9, SEPTEMBER 2024



pared  models  including  taking  the  entire  traffic  network  as  a
sample,  separating  sample  generation  and  network  updates,
and utilizing early stopping for updates.

2) Real-Time Performance of  Dynamic Zoning: Time mea-
surement  experiments  are  conducted  in  three  scenarios  to
illustrate the real-time performance of dynamic zoning and the
results are listed in Table II.
  

TABLE II
The Real-Time Performance of Dynamic

Zoning in Three Scenarios

Scenario

6 × 6 Jinan 32 × 32

Average time required (ms) 0.423 0.143 120.820

 
It is shown that the average time required by dynamic zon-

ing  in  the  6  ×  6  synthetic  scenario  and  Jinan  real-world  sce-
nario (3 × 4) is short enough to ignore. While in the 32 × 32
city-level  scenario  it  is  close  to  the  practical  transition  delay
[39] which is acceptable.  

D.  Case Study in The Real-World Scenario
1)  Real-Time  Performance  of  Dynamic  Zoning: As  shown

in Fig.  6(a),  due  to  the  lightweight  structure  of  the  network
and  the  simple  design  of  RL,  IRL  can  converge  quickly  and
finally obtain good performance, while MADDPG and MA2C
converge slowly due to the complex design of RL. As for the
graph  network,  GCN  can  converge  faster  than  those  MARL
methods but  loses some stability.  Colight  can converge more
quickly and obtain better performance due to the GAT, which
can  reflect  the  dynamic  impact  of  neighbors.  Furthermore,
STGAT benefits from the spatio-temporal features and obtains
better performance than Colight while the network structure of
STGAT is  more  complex,  which  makes  the  learning  process
slow and hard  to  learn  compared  to  the  proposed  RegionST-
Light.  It  is  obvious  that  RegionSTLight  has  faster  conver-
gence  and  better  asymptotic  performance  in  real-world  sce-
nario, thus reflecting its effectiveness in practice.

It  is  noted  that  the  Coder  can  converge  more  quickly  than
MADDPG, MA2C and GCN due to the division of the entire
traffic  network,  while  it  cannot  obtain  better  asymptotic  per-
formance since the global function is difficult to learn.

Moreover,  in  the  same  real-world  scenario, Fig.  6(b)  illus-
trates  that  the  proposed  RegionSTLight  achieves  consistent
performance improvements over other models during the test
process  for  the  reason  that  it  can  find  better  cooperation
between intersections for real-time dynamic traffic flow.

2) Study of The RegionSTLight: To investigate the impact of
the division threshold and the size of region on model perfor-
mance, we test RegionSTLight in the Jinan scenario. Note that
the  average  queue  length  is  obtained  among  the  last  ten
episodes and similar results are obtained in other scenarios but
not shown due to page limitation.

As  shown  in Fig.  7(a),  the  best  performance  is  achieved
when the division threshold is set to 0.5, and when the thresh-
old  increases  to  0.8  or  decreases  to  0,  the  performance  of
RegionSTLight  is  the  same  as  that  of  ST-single  because  no
region  is  formed  under  a  high  threshold  and  all  intersections

forming one large region under a low threshold will be viewed
as independent regions.

Fig.  7(b)  illustrates  that  the  best  performance  is  achieved
when the size of region is set to 5 which reflects that the inter-
sections in a much larger region are not closely connected to
each  other.  Therefore,  considering  the  influence  inside  a
region containing no more than 5 intersections appears  suffi-
cient to guarantee performance for traffic signal control.

3) Attention Study: As is shown in Fig. 8, the target intersec-
tion in the Jinan scenario has four geographic neighbor inter-
sections including A, B, C, D, while at the beginning of train-
ing,  the  target  intersection  is  strongly  connected  to  intersec-
tion C and intersection E which form a region. Therefore the
attention  that  the  target  intersection  pays  to  intersection  E  is
large at the beginning of training but equals zero at the rest of
training because this region can be avoided under the learned
control strategy. It  is  shown that RegionSTLight can acceler-
ate  learning  since  it  dynamically  divides  the  traffic  network
into several strongly-coupled regions inside which the cooper-
ation is easier to learn.

Besides,  since  the  traffic  flow  input  from  each  geographic
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Fig. 6.     Comparison of different MARL models in Jinan scenario.
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Fig. 7.     Performance of RegionSTLight with different division thresholds or
different size of region in the Jinan scenario.
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neighbor  intersection is  similarly  small  at  the  end of  training
under  the  learned  control  strategy,  and  the  attention  to  four
geographic  neighbor  intersections  are  almost  equal  with  the
self attention largest at the end. It illustrates that the local state
of  the  target  intersection  is  the  most  important  for  its  signal
control in this scenario.  

E.  Case Study in the Synthetic Scenarios
1) Ablation Experiment in the 6 × 6 Synthetic Scenario: As

is  shown in Fig.  9,  there  are  six  methods  to  compare  includ-
ing  FixTime  as  a  convergence  basis.  Firstly,  Single  which
uses  the  mixed  domain  attention  mechanism rather  than  spa-
tial  domain  attention  mechanism  can  converge  faster  than
NoMixed.  By  adding  dynamic  zoning,  Region  can  further
speed  up  convergence.  This  is  because  intersections  inside
each region are strongly connected which makes the coopera-
tion between them easier to learn. On the other hand, since the
spatio-temporal  fusion  features  are  useful  to  learning  better
cooperation within the region, ST-single can improve asymp-
totic performance but loses a certain learning speed due to the
added parameters. Finally RegionSTLight can achieve the best
asymptotic  performance  with  comparable  convergence  speed
which is consistent with the time complexity analyzed in Sec-
tion  III-E.  Therefore,  the  effectiveness  of  each component  in
RegionSTLight is verified.

The  final  performance  of  these  methods  are  listed  in
Table  III.  It  is  shown  that  ST-single  can  evidently  improve
traffic  efficiency  by  achieving  better  cooperation  between
intersections with the proposed spatio-temporal fusion feature
extraction  network.  Moreover,  RegionSTLight  can  further
improve  the  traffic  efficiency  by  dynamically  dividing  the
traffic network into several strong-coupled regions to explore
even better cooperation.

2) Scalability to City-Level Traffic: As is shown in Fig. 10,
the  proposed  RegionSTLight  can  successfully  be  applied  to
the city-level scenario with faster convergence speed and bet-
ter  asymptotic  performance  compared  to  conventional  meth-
ods and other state-of-the-art MARL models in TSC. Here the
shadow  of  each  curve  indicates  the  boundary  of  obtained
reward.  Therefore,  it  is  obvious  that  the  training  process  of
RegionSTLight can be more robust compared to other models.
It is noted that the STGAT added with the proposed dynamic
zoning method (RegionSTGAT) can obviously accelerate the
learning process and improve the stability as well. Traditional
MARL models including IRL, MADDPG and MA2C can not

be scaled up to the city-level scenario due to model complex-
ity and the increased number of agents.

The  final  performance  of  these  methods  are  listed  in
Table  IV which  also  illustrates  the  scalability  and  effective-
ness of RegionSTLight.

Then,  Colight,  STGAT  and  RegionSTLight  are  directly
applied to the 16 × 64 sythetic scenario to test their adaptabil-
ity and the results are listed in Table V. The results show that
the proposed RegionSTLight can also achieve the best perfor-
mance in a different road network.  

V.  Conclusion

In this paper, a novel regional multi-agent cooperative rein-
forcement learning algorithm named as RegionSTLight is pro-
posed. Firstly, the regional multi-agent Q-learning framework
for  TSC  is  derived  theoretically  which  can  equivalently
decompose the global Q value of traffic system into the local
values of several regions to make it scalable to city-level traf-
fic  system.  Then,  based  on  the  proposed  framework  and  the
idea  of  human-machine  cooperation,  a  dynamic  zoning
method and a more lightweight spatio-temporal fusion feature
extraction  network  are  designed  to  learn  better  cooperation
between intersections in large-scale traffic system. The effec-
tive  traffic  signal  control  for  multiple  intersections  in  city-
level  traffic  system  is  studied  in  this  paper  and  determining
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TABLE III
The Final Performance of Six Methods in the

6 × 6 Synthetic Scenario

FixTime NoMixed Single Region ST-single Region-
STLight

Average
queue
length

21.52 3.87 3.89 3.72 2.32 2.22

Average
travel

time (s)
785.07 265.87 266.74 268.64 237.05 234.38
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Fig. 10.     The train process of different MARL models in 32 × 32 scenario.
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how  to  design  the  traffic  signal  control  model  for  heteroge-
neous  intersections  in  city-level  traffic  system  is  one  of  our
research interests in the future.
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