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a b s t r a c t

High dimensional dense features have been shown to be useful for face recognition, but result in high
query time when searching a large-scale face database. Hence binary codes are often used to obtain fast
query speeds as well as reduce storage requirements. However, binary codes for face features can
become unstable and unpredictable due to face variations induced by pose, expression and illumination.
This paper proposes a predictable hash code algorithm to map face samples in the original feature space
to Hamming space. First, we discuss the ‘predictability’ of hash codes for face indexing. Second, we
formulate the predictable hash coding problem as a non-convex combinatorial optimization problem, in
which the distance between codes for samples from the same class is minimized while the distance
between codes for samples from different classes is maximized. An Expectation Maximization method is
introduced to iteratively find a sparse and predictable linear mapping. Lastly, a deep feature
representation is learned to further enhance the predictability of binary codes. Experimental results
on three commonly used face databases demonstrate the superiority of our predictable hash coding
algorithm on large-scale problems.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

A face recognition system aims to identify or verify one person
by comparing an input facial image with registered images in a
database. Computational requirements are aggravated by the high
dimensionality of discriminative features [1] as well as the large
number of registered people [2]. Many strategies, such as social
network context [3], two-stage strategies [4], and cascade struc-
tures [5], have been applied to speed up training or searching in a
large-scale face database.

Recently, hashing methods have drawn attention in large-scale
image retrieval and face recognition, where the terminology ‘hashing’
refers to learning compact binary codes with Hamming distance
computation. For image retrieval, similarity-sensitive hashing or
locality-sensitive hashing algorithms [6–11], support vector machine
[12,13], decision trees [14] and deep learning [15,16] have been studied
to map high-dimensional data into a similarity-preserving low-dimen-
sional Hamming space. Jegou et al. [17] used Hamming embedding to
replace vector quantization in bag-of-feature construction. Wang et al.
[18,19] introduced sequential projection learning and semi-supervised
learning for hashing with compact codes. Biswas et al. [20] developed
an efficient and robust algorithm to map shape features to a hash

table. To discover or preserve the neighborhood structure in the data
for compact codes, Liu et al. [21] and Kong et al. [22] presented a
graph-based hashing method and a Manhattan Hashing method
respectively. Based on similar and dissimilar data pairs, Gong and
Lazebnik [23] developed an iterative procrustean approach to learning
binary codes, and Liu et al. [24] further proposed a kernel-based
supervised hashing model. In LDAHash, Strecha et al. [25] performed
linear discriminant analysis (LDA) or difference of covariances on the
descriptors before binarization. And for multi-view or cross-view
retrieval, deep multi-view hashing [26], predictable dual-view hashing
[27], co-regularized hashing [28], and collective matrix factorization
hashing [29] were developed. For a brief review of binary hash codes
for large-scale image search, refer to [16,27].

For face recognition, Ngo et al. [30] discretized the PCA
coefficients of a face image to binary codes by using a bit-ext-
raction method. In BioHashing methods [31,32], randomized
dimension reduction or optimal linear transformations are gener-
ated to calculate the dot product of test features. Zeng et al. [33]
addressed the hashing problem of high dimensional SIFT vectors
based on the p-stable distribution locality sensitive hashing
scheme. Shi et al. [34] built a connection between hashing kernels
and compressed sensing, and applied hashing to speed up sparse
representation based face recognition. Then Yan et al. [35] made
use of a group of hashing function to learn similarity binary codes.
Sattar et al. [36] proposed to use the 2-D discrete cosine transform
and K-means clustering to learn hash codes. In addition, Wu et al.
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[2] and Chen et al. [37] resorted to hash codes for inverted
indexing to speed up scalable face image retrieval.

Learning binary hash codes has been a key step to facilitate face
recognition or image retrieval. And all the above hashing related
methods indeed speed up retrieval or searching time. However, for
face recognition, the hash codes learned from facial features tend to
be unstable and unpredictable due to face variations induced by
pose, expression and illumination. When one applies hashing meth-
ods to encode high-dimensional facial features, the learned codes
should be predictable1 across facial variations. This is due to the fact
that two facial images and their corresponding binary codes from
one person will generally not be the same. In addition, to the best of
our knowledge, although several hashing methods have been used
for face recognition, the fundamental question of what type of binary
hash codes is good for face recognition has not been addressed.

This paper discusses the application of predictable hash codes to
face indexing, and proposes a predictable hash code (PHC) learning
scheme to embed high-dimensional dense facial features into
Hamming space. First, based on the concept of linear discriminant
analysis (or Fisherfaces in face recognition), we discuss the ‘pre-
dictability’ of hash codes for face indexing. Second, as illustrated in
Fig. 1, we require that the distance between the codes from the
same person (within-class distance) is minimized while the dis-
tance between the codes (between-class distance) from different
classes is maximized. To achieve this goal, we relax the notion of
within-class distance and between-class distance to the similarity
of codes for images of the same person to the code of the mean face
of that person and orthogonality (or low correlation [9,27]) of the
codes of mean faces of different people, respectively. This allows us
to formulate the predictable hash coding problem as a non-convex
combinatorial optimization problem, which can be solved with an
Expectation Maximization (EM) method to iteratively find a sparse
and predictable linear mapping. Lastly, to further enhance the
predictability of binary codes in real-world scenarios, convolutional
neural networks (CNN) are adopted to learn a deep face representa-
tion. Experimental results on three commonly used face recognition
databases demonstrate the superiority of our predictable hash
coding algorithms on large-scale face indexing problems (the
number of comparisons is larger than 900 million). Particularly on
the YouTube Celebrities dataset, our proposed algorithms only use a
128-bits representation to achieve state-of-the-art results.

The rest of this paper is organized as follows. We discuss the
‘predictability’ of hash codes and present our predictable hash
coding (PHC) algorithm in Section 2. Section 3 provides a series of
experiments to validate our PHC algorithm, prior to summary in
Section 4.

2. Predictable hash codes

Unsupervised and supervised dimensionality reduction methods
have been widely used in face recognition. But many methods do
not scale to large datasets because their complexity is quadratic (or
worse) in the number of data points [16]. Hence hashing has been
used to improve query speeds and reduce storage costs. However,
previous hashing based methods [30–32,25] often treat dimension-
ality reduction and hashing as two independent steps, which makes
the learned binary codes less discriminative. In this section, we
apply the concept of dimensionality reduction into Hamming space
and study predictable hash codes for face indexing.

2.1. Problem formulation

Table 1 summarizes the notation needed to present the
method. The generic learning problem of dimensionality reduction
for face recognition is formulated as follows. Consider a dataset X
from C classes, which consists of n samples xi (1r irn) in a high-
dimensional Euclidean space Rd. Each class has nc samples with
that set denoted as Xc. That is X ¼ ½X1;…;XC � ¼ ½x1;…; xn�. Let
matrix M contain mean faces mc. That is M ¼ ½m1;…;mc�. A
dimensionality reduction method aims to learn a linear or non-
linear mapping (or projection) matrix WARd�k to project samples
into a low-dimensional Euclidean space Rk.

One of the most widely used dimensionality reduction methods
in face recognition is linear discriminant analysis (LDA). It max-
imizes a loss function that encourages a large separation between
the projected class means while also encouraging a small variance
within each class. Inspired by LDA, we define a within-class
distance and a between-class distance for binary codes in Hamming
space. Hw denotes the maximum within-class Hamming distance
between any two codes for samples from the same class. Hb denotes
the minimum between-class Hamming distance between any two
codes from different classes. Given Hw and Hb, the margin of binary

Fig. 1. The proposed scheme to learn predictable binary codes. ‘Predictability’ indicates that hash codes are predictable across facial variations. Our basic idea (right figure) is
that the facial codes from one person are similar to the code of the mean face of this person with a predictable margin; meanwhile the codes of mean faces from different
persons are significantly different and tend to be orthogonal (or low correlation [9,27]) to one another. Convolutional neural networks (left figure) are adopted to learn deep
face features to improve the predictability of binary codes.

Table 1
Important notations used in this paper.

Notations Descriptions

d The number of features
n The number of total training samples
C The number of classes
k The length of hash codes
X The data matrix X ¼ ½x1 ;…; xn�ARd�n

M The mean face matrix MARd�c

Hw Maximum within-class Hamming distance
Hb Minimum between-class Hamming distance
Hm Margin of codes Hb�Hw

1 Predicability indicates that maximum within-class Hamming distance Hw is
smaller than minimum between-class Hamming distance Hb.
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codes is defined to be Hm ¼Hb�Hw. Then, we propose the follow-
ing definition of ‘predictability’ of hash codes for face recognition.

Definition 1. A hashing algorithm A is predictable for face varia-
tion if it satisfies 0rHA

woHA
brk and has a margin HA

m as large as
possible.

Definition 1 makes facial codes from different people have a large
separation in Hamming space. HA

wZHA
b indicates that there may be

a misclassification incurred by hashing algorithm A. As shown in
Fig. 2, if the binary codes of the samples of one person are
identical, Hw

A achieves the minimum value 0; and if the binary
codes of any two samples from two different persons are entirely
different, Hb

A achieves the maximum value k (the length of a
binary code).

In face recognition, facial images from one person often have
large variations induced by pose, expression and illumination so
that their binary codes will vary. So penalizing within class codes
based on their Hamming distances might be too strong a con-
straint for code learning. Instead, we enforce the constraint during
code learning that the binary codes of all images of a given person
are mostly similar to the code of the mean face of that person. That
is, Hw

A is minimized resulting in a small variance of the binary
codes within each class. This yields the following optimization
criteria:

min
Wm

X

i

X

j

‖sgnðWmxijÞ�sgnðWmmiÞ‖22; ð1Þ

where sgnð:Þ is the signum function. The mean facemc inM is not a
real face since it just corresponds to the center of one class. So we
use different projection matrices for X and M. Then (1) becomes

min
Wv ;Wm

X

i

X

j

‖sgnðWvxijÞ�sgnðWmmiÞ‖22: ð2Þ

Note that mean faces are commonly used in face recognition.
Eigen faces (PCA) and Fisher faces (LDA) involve in the computa-
tion of mean faces. The motivation of (2) to use mean faces is
based on LDA. In [24], anchor points are used to reduce the
computational costs of the calculation of graph Laplacian eigen-
vectors. Anchor points measure similarities of all database points.
The cluster centers of K-means are often utilized as anchor points.
In contrast to anchor points, the purpose of the mean face of each
class in (2) is to reduce the within-class variation of the binary
codes of one class.

As shown in Figs. 1 and 2, we also expect that there is a large
separation between the codes of different classes. Due to the large
within-class variation, it is not possible to ensure that each bit of
the binary codes from different persons is different. And it is
impossible to make the codes of mean faces of different people to
be entirely different due to the large number of classes. Hence, we
relax the large margin constraint between different people and
only require that the codes of mean faces are orthogonal (or have
low correlation [9,27]). Adding this constraint to (2) results in the

following form:

min
Wv ;Wm

‖WT
vX�Bm‖22þ‖WT

mM�Bv‖22þ‖BmB
T
m� I‖22

s:t: Bv ¼ sgnðWT
vXÞ; Bm ¼ sgnðWT

mMÞ ð3Þ
Obviously, the ‖BmB

T
m� I‖22 loss term2 cannot make the hashing

algorithm achieve the largest separation, as shown in Fig. 2. Let Bmj

be the jth column of Bm. If we directly enforce that the distances
between the binary codes Bmj of all mean faces to be large, we will
have the following problem:

max
Bm

X

jak

‖Bj
m�Bk

m‖0 ð4Þ

where ‖:‖0 is the counting norm (i.e., the number of nonzero
entries in a vector or matrix). However, solving ‖:‖0 is NP-hard so
that (4) is difficult to minimize. Hence, we make use of the
orthogonality constraint to obtain an approximate solution. We
will show that this orthogonality constraint is suitable for separ-
ating different people. That is, we can use some bits in a binary
code to capture within-class variations and employ the remaining
bits to ensure that different classes have a safe margin.

In addition, during binarization, we need to binarize a learned
real value to a bit (�1 or 1). If this real value is around zero, a small
face variation will change the sign of this binary value, which makes
the learned bit unstable and unpredictable. As shown in the right
figure in Fig. 1, we expect that learned real values have a margin to
�1 or 1 so that a binary value is not changed under small face
variations during binarization. Finally, a sparse projection is learned
to project high-dimensional dense features to Hamming space so
that the computational cost of the projection is reduced as in [1].
Hence we have the following minimization problem:

min
Wv ;Wm

X

lA fv;mg
ðClξlþ‖Wl‖1Þþ‖BmB

T
m� I‖22

s:t: Bv ¼ sgnðWT
vXvÞ; Bm ¼ sgnðWT

mMÞ
Bij
mðwT

viX
jÞZ1�ξijv ; Bij

vðwT
miM

jÞZ1�ξijm
ξvZ0 and ξmZ0 ð5Þ

For any person, the third and fourth constraints in (5) make each bit
of its samples predictable with respect to that of that person's mean
face.

Algorithm 1. Predictable Hash Coding (PHC).

Input: data matrix XARd�n and code length k.

Output: WvARd�k and BvARn�k

1: Compute mean face mc for each class.
2: Wv’PCAðX; kÞ; Wm’PCAðM; kÞ
3: Bv’sgnðWvXÞ; Bm’sgnðWmMÞ
4: repeat
5: Wv’ Weights of k linear SVMs
6: Bv’sgnðWvXÞ
7: Wm’ Weights of k linear SVMs
8: Bm’sgnðWmMÞ
9: Update Bm according to (6) and Bm’sgnðBmÞ
10: until Converges
11: Bv’sgnðWvXÞ

2.2. Solution

The minimization problem in (5) is a non-convex combinatorial
optimization problem and hence it is difficult to minimize.

Fig. 2. Minimum and maximum Hamming distances of faces. If two binary codes
from two mean faces are orthogonal (or have low correlation [9,27]), only half of
their codes is different. In ideal conditions, one can use the half of one code to
model within-class variation and the remaining half to separate different classes.

2 When koC, ‖BmB
T
m� I‖22 is used in (3); and when kZC, ‖BT

mBm� I‖22 is used in
(3). In addition, other separation constraints, such as the constraints in [11], can be
also used in place of the orthogonality constraint.
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Fortunately, (5) can be efficiently solved by an Expectation Max-
imization (EM) iterative algorithm as in [27]. An overview of our
iterative algorithm is as follows.

First, we fix variables Wm, Bm and ξm, and solve for variables Wv

and ξv, which is a multiple linear SVM problem (one for each bit)
[38]. To learn the ith SVM,3 the columns of X and the elements of
the ith row of Bm are used as training data and labels respectively.
Then, we use the output weights of these SVMs, Wv, to compute a
new Bv ¼ sgnðWT

vXÞ. Second, by fixing Wv, Bv and ξv, we can use
the same approach to update Wm and Bm. Third, we update Bm to
minimize the correlation between bits via minimizing ‖BmB

T
m� I‖22.

Because this problem is not trivial to solve, we use spectral
relaxation [9,27] by creating a Gram matrix S¼ BT

mBmARC�C 4

and a diagonal matrix Dði; iÞ ¼P
jSði; jÞ, resulting in the following

relaxed problem:

min
Bm

trðBmðD�SÞBT
mÞ

s:t: BmB
T
m ¼ I ð6Þ

The solutions of (6) are the k eigenvectors of D�S w.r.t. minimal
eigenvalues, which we binarize by taking the sign of the elements.
Note that when the number of bits k is larger than the number of
classes C, we simply use Gram–Schmidt process to obtain an
orthogonal solution of Bm. All three steps are repeated until
convergence of the objective function. As in [27], principal
component analysis (PCA) and canonical correlation analysis
(CCA) can be used to initialize Wv and Wm. The details of the
proposed algorithm are summarized in Algorithm 1.

2.3. Learning a deep feature representation

Feature representation is a key ingredient for face recognition
systems [39]. A discriminative feature representation will signifi-
cantly improve the predictability of binary codes. Recent advance
in Feature Learning [40] shows that deeply learned features with
convolutional neural networks (CNN) [41] can greatly improve the
performance of many tasks in computer vision [42,43]. Benefiting
from CNN's deep architecture and supervised learning approach,
CNN's can deal with large amounts of data and generate a compact
and effective feature representation. It has far fewer parameters
compared to its standard feed-forward neural network counter-
parts, so that it is much easier to train in practice.

To improve the predictability of hashing methods, we learn
deep features for face images with a CNN. We employ the CNN
network proposed by Alex5 to accommodate our deep architecture
with the intrinsic characteristics of video face images. This CNN
first feeds gray scale images to two convolutional layers, each
followed by a normalization layer and a max-pooling layer. Then,
two locally connected layers are connected to the output of the
second max-pooling layer, and finally a C-way soft-max regression
layer (C is the number of classes) that produces a distribution over
class labels. The details of the network are illustrated in Fig. 1. The
input of this network is the cropped gray scale face images; no
preprocess is implemented. The last C-way soft-max regression
layer provides supervised information for learning of face repre-
sentations. The outputs of the last locally connected layers are
employed as face representations.

3. Experiments

In this section, we present some quantitative results on three
common face datasets [44–46] to highlight the benefits of our
proposed predictable hash code algorithm. Note that the aim of
hash coding is to save computational cost and storage space rather
than to improve recognition accuracy (or to solve challenging face
recognition problems). Hence the first two datasets [44,45] are
used to systematically evaluate different hashing algorithm for
face indexing problems. The last dataset [46] is used to perform
large-scale experiments, in which the average number of compar-
isons is more than 900 million.

We implement two models of Eq. (5), i.e., L2-norm and L1-
norm on Wl. When the L2-norm is used, a dense mapping Wl is
learned; and when the L1-norm is used, a sparse mapping Wl is
learned. We denote these two versions as PHC-L2 and PHC-L1. We
compare our methods with popular hashing methods, including
Locality Sensitive Hashing (LSH) [47],6 Spectral Hashing (SH) [9],7

Iterative Quantization (ITQ) [23],8 Linear Discriminative Analysis
Hash (LDAH) [25], Binary Reconstruction Embedding (BRE) [6],9

Kernel-Based Supervised Hashing (KSH) [24],10 and Fast Super-
vised Hashing (FastH) [14].11 For ITQ, its supervised version (CCA-
ITQ) and unsupervised version (PCA-ITQ) are included. PCA is used
as a preprocessing step for CCA-ITQ. Since LDA can only find a C�1
dimensional subspace, we only report the results of LDAH when
the number of bits is fewer than C�1. Since the biohashing
method in [32] and the random projection hashing method in
[2] are similar to LSH and obtain similar results to LSH, we only
report the results of LSH.

3.1. Results on the FRGC dataset

We collected facial images from a subset of the most challen-
ging FRGC version 2 face database [45]. There are 8014 images of
466 subjects in the query set for FRGC experiment 4. These
uncontrolled images contain variations in illumination, expression,
time, and blurring. We take the first 20 facial images of each
subject if the number of facial images is more than 20. Accordingly,
we obtain 3720 facial images of 186 subjects. Each facial image is
cropped to size 32�32 as shown in Fig. 4. The down-sampled
facial images are directly used as facial features as in [48,49].

We consider two scenarios and use the first 10 images of each
subject from the first 100 subjects as the training set. (1) In the
first closed-set scenario,12 we directly take the training set as the
gallery set and take the remaining 10 images of each subject from
the first 100 subjects as the probe set. Hence the subjects in the
training and testing sets (including probe and gallery sets) are the
same. (2) In the second open-set scenario, we take the first 10
facial images of each person in the last 86 subjects as the gallery
set and the remaining 10 images as the probe set. Hence, the
subjects in the training and testing sets are different.

Fig. 3(a) and (b) shows experimental results on these two
scenarios. Since there are 100 classes in the training set, the
minimum number of bits needed to separate different classes is 7.
We observe that FastH achieves the highest recognition rate on the
close-set scenario (Fig. 3(a)), and PHC-L1 and PHC-L2 methods
achieve the highest recognition rates on the open-set scenario

3 The ℓ1 regularized linear SVM is implemented by lIBLINEAR: http://www.
csie.ntu.edu.tw/�cjlin/libsvm.

4 When there are C classes, the total number of different mean faces in Bm is
also C.

5 https://code.google.com/p/cuda-convnet/.

6 http://www.mit.edu/�andoni/LSH/.
7 http://www.cs.huji.ac.il/�yweiss/SpectralHashing/.
8 http://www.unc.edu/�yunchao/itq.htm.
9 http://www.cse.ohio-state.edu/�kulis/pubsbytype.htm.
10 http://www.ee.columbia.edu/�wliu/.
11 https://bitbucket.org/chhshen/fasthash/.
12 The closed-est scenario often occurs in face verification or retrieval on a

family album or social network.
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(Fig. 3(b)). In addition, when different subjects are used in the
testing set, all compared methods need more bits to achieve their
highest recognition rates. Particularly, the recognition rates of
FastH decrease significantly when FastH is applied to the open-
set scenario. This may be while the boosted decision trees of FastH
can accurately capture the non-linear structure of a training set,
when new subjects (or classes) are given, the learned structure
does not capture the structure of new subjects. When the number
of bits is 256, PHC-L1 and PHC-L2 obtain the highest recognition
rate in Fig. 3(b). It seems that PHC-L1 and PHC-L2 methods need
more bits to achieve higher recognition rates than PCA-ITQ. This
may be because when the number of bits is small, the two PHC
methods over-learn on the training set. We also observe that
CCAþ ITQ does not perform well in this data set. This may be due
to the large variations of the face images in the FRGC database so
that CCAþ ITQ over-learns on the training set.

3.2. Results on the AR dataset

The AR database [44] is composed of over 4000 facial images
including different facial variations – facial expressions (neutral,
smile, anger, and scream), illumination variations (left light on,
right light on, and all side lights on), and occlusion by sunglasses
or scarf. These images are from 126 subjects (70 men and 56
women). For each subject, 26 facial images are taken in two
separate sessions. In this section, we selected a subset of the data
set consisting of 100 subjects as in [48]. Eight frontal images of
each subject are used, as shown in Fig. 5. The gray-scale images
were down-sampled to 28�23.

We make use of the first 50�8¼400 images from the first 50
subjects as the training set. Then we use the 400 images from the
remaining 50 subjects as the testing set. Hence the subjects in
the training and testing set are entirely different. In the test set,
the first four images of each subject in the first session are used as

the probe set and the last four images in the second session are
used as the gallery set.

Fig. 6 shows the recognition accuracy as a function of the
number of bits on the AR dataset. We observe that four supervised
hashing methods, including LDAH, CCA-ITQ, PHC-L1 and PHC-L2,
perform better than other unsupervised ones. This is because the
frontal images from two sessions in the AR database have small
illumination and pose variations so that supervised hashing
methods can learn discriminative hyperplanes to map binary
codes. However, when the number of bits increases, the recogni-
tion rate of CCA-ITQ increases slowly. We observe that this
phenomenon is consistent with the results observed in image
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Fig. 3. Recognition accuracy as a function of the number of bits on the FRGC dataset. (a) Recognition rates of different methods on the training set. (b) Recognition rates of
different methods on an open-set dataset.

Fig. 4. Cropped facial images of one subject in the FRGC database.

Fig. 5. Cropped facial images of the first subject in the AR database. The images in
the first and second row are from the first and second session respectively.
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Fig. 6. Recognition accuracy as a function of the number of bits on the AR dataset.
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retrieval [50]. That is, CCA often works well in low-dimensional
space. And LDAH only works when the number of bits is smaller
than the number of classes. In addition, the recognition rates of all
methods increase as the number of bits increases. The highest
recognition rate is only around 70%. It seems that a larger number
of bits is needed to achieve the highest recognition rate when
hashing methods are applied to an open-set problem.

3.3. Results on the YouTube celebrities dataset

The YouTube Celebrities face tracking and recognition dataset
[46] contains 1910 video clips of 47 human subjects from the
YouTube website, which is often used to evaluate the performance
of different video based face recognition methods. Roughly 41 clips
were segmented from three unique videos for each person. Each
facial image is cropped to size 30�30 as shown in Fig. 7. This
dataset is challenging because it contains a lot of noise, pose and
facial variations (see Fig. 7).

Following the standard setup, the testing dataset is composed of
six test clips, two from each unique video, per person. The number
of face images in the testing set is 44,172. The remaining 239,997
were used as the input to the CNN to learn a 1152-D feature
representation. Part of the remaining dataset is used, and each time,
only one frame of video (one single image) is fed into the CNN.
Image flip is implemented to augment the data. To train hashing
algorithms, we randomly selected three training clips, one from
each unique video. All experiments are averaged over 10 runs. The
average number of the training set for hashing algorithm is larger
than 20,000. Hamming distance is computed on each pair of face
samples in the training and testing set. As a result, the average
number of comparisons is more than 900 million. The nearest
neighbor classifier was adopted to classify each image in the testing
set. Since each test clip contains many face images, we made use of
the class label of the majority class in a clip as the final class label of
the clip.

Fig. 8 plots the average recognition rates of different hashing
algorithms over 10 runs. Since the computational costs of BRE are
too large, we only report its results when the number of bits is
smaller than 16. The ‘baseline’ indicates that we directly make use
of CNN features. The recognition rate of the baseline is 68.79%. We
observe that PHC-L2, PCA-ITQ, SH and LSH methods can further
improve recognition rates based on the learned CNN features. As
expected, our PHC-L2 algorithm performs better than its competi-
tors and achieves the highest recognition rates at all numbers
of bits.

To further demonstrate the effectiveness and predictability of the
proposed hashing method, we also compare ours against the state-
of-the-art methods on the YouTube Celebrities dataset, including
discriminative canonical correlations (DCC) [51], manifold discrimi-
nant analysis (MDA) [52], sparse approximated nearest point (SANP)
[53], sparse representation for video (SRV) and its kernelized version
KSRV [54], covariance discriminative learning (CovþPLS) [55], jointly
learning dictionary and subspace structure (JLDSS) [56], image sets
alignment (ImgSets) [57], regularized nearest points (RNP) [58], and
mean sequence sparse representation-based classification (MSSRC)
[59]. The recognition rates for other competing methods are cited

directly from their papers. Fig. 9 plots the recognition rates of our
PHC method and its competitors.

From Fig. 9, we observe that the methods can be ordered in
ascending recognition rates as DCC, MDA, SANP, (K)SRV, CovþPLS,
JLDSS, ImageSets, RNP, MSSRC and PHC. The recognition rates of
MSSRC and PHC are 80.75% and 83.15% respectively. Since two
ImageSets methods [57,58] efficiently make use of image set
techniques to deal with the face samples in video, their classifier
is more suitable for video based face recognition than the other
methods so that they obtain the third best result. Although
the simple nearest neighbor classifier with voting is used as the
classifier in PHC to report recognition rates, PHC achieves the
highest recognition rate. This improvement of recognition rates
against its competitors mainly derives from predictable hash codes
and the deep feature representation. Note that since our PHC

Fig. 7. Cropped facial images of three different subjects in the YouTube Celebrities dataset.
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Fig. 8. Recognition accuracy as a function of the number of bits on the YouTube
Celebrities dataset.

Fig. 9. Recognition rates of the competing methods. We cited the recognition rates
from the literature.
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produces binary codes, any other strong classifiers can be further
used to improve recognition rates. Experimental results on the
YouTube Celebrities dataset demonstrate that the proposed pre-
dictable scheme (deep representation plus hash coding) is effec-
tive for face indexing and results in state-of-the-art accuracy.

Table 2 shows average recognition rates and standard deviation
of PHC with two feature representations. A higher recognition rate
with a lower standard deviation indicates that the learned binary
codes are more predictable. We observe that when face images
(pixels) are directly used as features, the highest recognition rate
of PHC is only 58.37%, which is much lower than the rate of CNN
features (68.79%). We regard these results as reasonable on the
YouTube dataset. Since the YouTube dataset is a challenging
dataset, face recognition methods often resort to robust trackers
[59] or feature representations (e.g., LBP, HOG and Gabor wavelets)
to improve recognition rates. We also observe that as the number
of bits increases, the average recognition rate of PHCþCNN
increases while the standard deviation of PHCþCNN decreases.
This indicates that our PHCþCNN scheme becomes more stable
and predictable when the number of bits increases, which is
consistent with our orthogonality assumption (i.e., some redun-
dant bits may be potentially useful for unpredictable variations).

3.4. Discussion

Code length vs. recognition rate: One merit of the proposed hash
coding methods is that they can further improve recognition rates
as the number of bits increases. In general, the more bits are used,
the better the approximation is [2]. In addition, compared with
some hashing methods [11], our methods do not need additional
steps for learning longer codes. However, compared with CCAþ ITQ
and LDAH, one limitation of our methods seems to need a larger
number of bits to achieve a higher recognition rate. We consider
that this phenomenon is consistent with our assumption in Section
2.1. That is, some redundant bits may be potentially useful for face
variations because face variations are often unpredictable in the real
world. A basic issue of hashing methods is how many bits are
sufficient to achieve a high face recognition rate. And another issue
is to study other efficient constraints on Bm that enforce a larger
margin.

L2-norm vs. L1-norm: In the previous two experiments, it seems
that a sparse mapping (L1-norm on Wl in Eq. (5)) works slightly
better than a dense mapping (L2-norm on Wl in Eq. (5)). In face
recognition, facial features are often high-dimensional and dense
so that a sparse mapping (or projection) is often helpful to save
computational cost and storage space [1]. Hence our proposed L1-
norm based method is applicable to real world face recognition
systems. A future issue is to further validate our proposed methods
to encode high-dimensional local descriptors (such as Gabor and
SIFT) on large scale database (such as LFW [60]).

Closed-set vs. open-set: Face recognition is an open set problem.
It is impossible to collect facial images for each person to perform
learning. Experimental results show that when new persons are
used, the accuracy of hashing methods drops. Particularly, FastH
achieves the highest recognition rate on the close-set scenario
(Fig. 3(a)) whereas its recognition rates drop significantly on the
open-set scenario (Fig. 3(b)). For a closed-set problem, hashing

methods only need a small number of bits to achieve a high
recognition rate; but for an open set problem, they often need a
larger number of bits to achieve a stable recognition rate. This
indicates that a larger number of bits can model more intra-class
facial variations. Hence it is recommended to use more bits to
encode face features for face recognition. And it would also be of
interest to make hash coding methods work with other face
recognition techniques, such as pose correction and illumination
removal, to reduce intra-class variations.

Feature learning vs. predictability: Learning discriminative fea-
ture representations plays an important role in face recognition. A
good feature representation can significantly improve face recog-
nition accuracy as well as the predictability of binary codes. As
illustrated in Section 3.3, when low-resolution face images are
used as the feature representation of PHC, the best recognition
rate of PHC is only 58.37%. In contrast, when the CNN learned
features are used, PHC's recognition rates are improved at all
numbers of bits. However, it is difficult for a feature representation
to entirely separate all people because facial variations are often
large in real-world scenarios. The recognition rate of the learned
CNN features is only 68.79% on the YouTube dataset. Hence, when
mapping feature representations to binary codes, we still need a
predictable hashing algorithm to make the learned binary codes
discriminative in Hamming space. When our PHC is adopted, the
highest recognition rate of 83.15% is achieved at 128 bits. The
experimental results on the real-world YouTube dataset support
the use of the scheme of feature learning and hashing to improve
the predictability of binary codes in practice.

4. Conclusion and future work

We introduced the problem of predictable hash coding for face
indexing, and developed a predictable hash coding algorithm to
map face samples in the original feature space into Hamming space.
The code problem is formulated as a non-convex combinatorial
optimization problem, in which the distance between intra-class
codes is minimized while the distance between extra-class codes is
maximized. An Expectation Maximization method was developed
to iteratively find a sparse and predictable linear mapping. A deep
feature representation was also learned to further improve the
‘Predictability’ of hash codes. Experimental results on three face
recognition datasets show that our proposed predictable hash
coding algorithm can outperform other hash coding methods on
large-scale face indexing problems, and obtains state-of-the-art
results on the YouTube Celebrities dataset.

In video based face recognition, there are often a large number
of face images in a single video. Although hashing method can
learn binary codes to reduce computation costs, the costs will still
tend to be large if all face images in videos are compared. In the
future, one potential direction is to select or learn representative
face samples to represent a face video.
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