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Abstract—Modeling relationship between visual words in feature encoding is important in image classification. Recent methods consider this relationship in either image or feature space, and most of them incorporate only pairwise relationship (between visual words). However, in situations involving large variability in images, one cannot capture intrinsic invariance of intra-class images using low-order pairwise relationship. The result is not robust to larger variations in images. In addition, as the number of potential pairings grows exponentially with the number of visual words, the task of learning becomes computationally expensive. To overcome these two limitations, we propose an efficient classification framework that exploits high-order topology of visual words in the feature space, as follows. First, we propose a search algorithm that seeks dependence between the visual words. This dependence is used to construct higher order topology in the feature space. Then, the local features are encoded according to this higher order topology to improve the image classification. Experiments involving four common data sets, namely PASCAL VOC 2007, 15 Scenes, Caltech 101, and UIUC Sport Event, demonstrate that the dependence search significantly improves the efficiency of higher order topological construction, and consequently increases the image classification in all these data sets.

Index Terms—Image classification, feature encoding, visual words, higher-order.

I. INTRODUCTION

IMAGE classification is a fundamental problem in computer vision [1]–[3]. In the last ten years, the Bag-of-Words (BoW) model [4] has been popularly used, while the deep learning – especially the Convolutional Neural Network (CNN) has recently dominated this area and has achieved huge success in large-scale applications such as the ILSVRC dataset [5]. Though deep learning seems a better choice for image classification, there are still some old problems left behind in BoW model. The BoW model has four main steps: feature extraction, codebook learning, feature encoding and pooling. Most studies [6]–[9] on BoW focus on feature encoding, which considers the relationship between each local feature and visual words to reconstruct the feature. These studies particularly found that by using the neighbor visual words of a local feature, the feature can be better reconstructed. Therefore, in this paper, we mainly consider a local feature and its neighbor visual words in feature encoding.

One missing element is the inner relationship between visual words, which has been demonstrated to effectively enhance the robustness of feature encoding in studies in physiology [10], [11]. In traditional feature encoding, we cannot ensure that the visual words generated by k-means will always be meaningful. It is likely that some visual words will be very noisy, thus local features will not be reconstructed accurately. To reduce the influence of noise, we consider the higher-order topology (here topology refers to relationship) of visual words. The advantage of this relationship is that it is difficult for noisy visual words to have a strong relationship, while it is easy for meaningful words. Therefore, the influence of noisy visual words can be overcome, and local features can be reconstructed more accurately. Fig.1 gives an example, in which the relationship between the local feature and visual words are considered (black arrows), while the inner relationship of visual words are missing (blue lines). In this paper, we denote this inner relationship as the fully connected network of these neighbor words. A number of previous studies have attempted to consider this relationship in both image space and feature space [12]–[19], but they all have two main limitations: the low-order relationship and high computational cost.

The first limitation is the low-order relationship. Here, “order” means the number of visual words in the relationship, e.g., the order of 2 generates the doublets of words while the
order of 3 gives the triplets. Most previous studies consider the visual word relationship in a pairwise way, e.g., \(c_1 - c_2\) and \(c_2 - c_3\) in Fig.1. However, physiological studies show that the higher-order word relationship are closer in nature to human’s recognition, and the pairwise relationship is easily affected by image noise under large image variations. It is therefore difficult to achieve a robust pairwise relationship in feature encoding, and there is a desperate need to focus on higher-order word relationship. In this paper, we focus on higher-order relationship, in which the order can be arbitrarily high and not limited by the number of neighbor words. Even if only the nearest word is considered, we can still use higher-order word relationship to enhance feature encoding.

Another limitation is the high computational cost. A small number of studies have attempted to consider the higher-order relationship, as the number of potential pairings grows exponentially with the number of words, the task of learning becomes computationally expensive. For example in Fig.1, there are 6 and 4 possible word combinations for the order of 2 and 3 respectively. However, we have found that not all visual words should be related to one another, e.g., \(c_3\) and \(c_4\) are far apart and should be removed. On this basis, we consider the removal of unreasonable relationship by proposing an effective word relationship search method.

In this paper, to overcome these two limitations, we propose an efficient classification framework that exploits higher-order topology of visual words (HTVWs) in the feature space. The framework has two important steps: (1) Relationship Searching: for each visual word, we search its dependence between visual words based on distance and orientation. The dependence is used to construct higher-order topology or relationship in the feature space. (2) Feature Encoding: for each local feature, the higher-order topology is used to better encode the feature. To validate the effectiveness and efficiency, the model is evaluated on four typical datasets [20]–[23], namely PASCAL VOC 2007, 15 Scenes, Caltech 101 and UIUC Sport Event. Results show that the higher-order relationship can improve most recent feature encoding methods consistently and efficiently, and the best performance of the methods of word relationship on these four datasets is reported.

The rest of this paper is organized as follows. We first review related work of visual word relationship in Sec. II. Then, we introduce how to search the related words and construct the higher-order relationship in Sec. III. To validate the effectiveness, detailed experiments and main results are provided in Sec. IV. Finally, we summarize the paper with conclusive remarks in Sec. V.

II. RELATED WORK

The studies on modeling the relationship of visual words can be categorized as two main methods. The first one considers the relationship in image space. Morioka and Satoh [19] combined each pair of spatially close visual features together, so that each pair is treated as a data point in a joint pairwise feature space. However, this pairwise relationship only considers the distance but neglects the orientation, which can be important in describing the distribution of visual words more accurately. Therefore, some studies have proposed modeling the spatial arrangement of pairwise visual words [24]. Morioka and Satoh [25] proposed the directional pairwise visual words, a method which divides the direction of the pairwise words according to four orientations. They obtained promising improvements on several benchmarks when combined with the sparse coding based methods [6], [7]. To better describe the orientation distribution, Khan et al. [26] considered the spatial orientations of pairwise words by constructing a graph of the words, in which each edge of the graph represents the orientation of two visual words. To describe the distribution more flexible, Yang and Newsam [27] considered different combinations of various distance and orientation restrictions to better adapt to the dataset. Though some improvements are resulted from this work, the distribution of orientation is easily influenced in large image variations because of extensive image noise. To overcome this, researchers have attempted to use some similarity measures which can preserve spatial proximity. For example, to better measure the similarity between local pairwise words, proximity distribution kernels [14] have been used to incorporate geometric information. This study attempts to consider the triplet relationship of visual words, while the triplet version is only straightforward without learning. Inspired by the proximity distribution kernel, Morioka and Satoh [15] proposed the compact correlation coding which has better scale-invariant and robust representation for capturing rich spatial proximity information.

The second method mainly focuses on the relationship of visual words in the feature space. Based on the frequency occurrence of each visual word in the feature space, Winn et al. [17] merged pairwise visual words using supervised mapping to encode features discriminatively. Similarly, based on the category distributions in the feature space, Li and Kweon [12] modeled the conceptual relationships of pairwise words and the discriminative pairs were selected by distributional similarity. To model this semantic relationship more discriminatively, Lazebnik et al. [28] proposed the consideration of the category distributions under a maximum entropy framework. These methods have achieved some improvements, although studies show that combining pairwise words in feature space will cause synonymy and polysemy in feature encoding. To overcome this problem, Yuan et al. [16] and Zheng et al. [18] combined pairwise words to visual phrases and visual synsets respectively. As a result, the semantic of the pairwise words is much stronger for overcoming synonymy and polysemy in feature encoding. However, large image variations will also result in a high amount of noise. To describe the pairwise relationship robustly, Liu et al. [13] proposed embedding the pairwise features into a semantic low-dimensional feature space based on diffusion distance, and then adopting kmeans clustering to remove the noise and obtain a semantic pairwise relationship.

Though the above methods have achieved improvements on previous efforts, there are two major challenges remain. First, most previous studies considered the pairwise relationship, which is a low-order relationship. Under large image
variations, it is usually difficult for the low-order pairwise relationship to capture the intrinsic invariance of intra-class images. Therefore, it is necessary to consider higher-order relationship to preserve invariance, e.g., this relationship based on the triplets or quadruplets of visual words. Second, previous work has considered that all visual words should be related to one another, but a number of unreasonable relationship exist which make it computationally demanding to consider each combination. Therefore, how to construct the higher-order relationship of visual words has become a challenging problem. In this paper, we propose an efficient classification framework to learn the higher-order relationship of visual words in the feature space.

III. ENCODING WITH HIGHER-ORDER RELATIONSHIP

In this section, we introduce how to learn the higher-order relationship of visual words by an efficient relationship searching method. We first give the motivation for the relationship searching in Sec. III-A. Then, in Sec. III-B and Sec. III-C, the relationship searching and feature encoding are elaborated. Lastly, an efficiency analysis is given in Sec. III-D.

A. Motivation

In traditional feature encoding, only the nearest word of a local feature is considered, but it is difficult to reconstruct the feature accurately with one word. Some recent studies have found that locality can better reconstruct the feature, thus the neighbor words of a local feature are considered, e.g., soft coding, sparse coding and fisher vector. However, these studies only consider the relationship between the local feature and its neighbor words, and the inner relationship between visual words are missing. We are therefore motivated to use the higher-order relationship of visual words to enhance feature encoding. The neighbor words for the local feature $x$ in Fig.2(c) are $c_1$, ..., $c_1$. The higher-order relationship, as the fully connected network, between these words is denoted by the blue lines shown in Fig.2(c).

Previous work considers that all the visual words should be related to one another, but a troublesome relationship exists which makes it computationally challenging to consider each combination. To overcome this problem, we pose the question: instead of considering all the combinations, can we use rules to remove the troublesome relationship? Starting with this basic idea, we propose the relationship searching method, which is capable of learning higher-order relationship very efficiently.

B. Relationship Searching

Let $X = \{x_1, x_2, ..., x_N\} \in \mathbb{R}^{D \times N}$ be a set of $N$ local features extracted from an image, e.g., SIFT or HOG features $[29],\ [30]$, $C = \{c_1, c_2, ..., c_M\} \in \mathbb{R}^{D \times M}$ be a visual vocabulary with $M$ visual words. Inspired by similarity modeling in feature encoding, we know that distance and orientation are two important factors, $[19],\ [25]–[27],\ [31]$, thus we adopt them as two fundamental principles in searching related words. The basic idea of the algorithm is that for a word $c_i$, each related word $c_j$ should be close and occupy an independent area, i.e., the relationship should satisfy the distance and orientation constraints, which are respectively given as follows:

$$\|c_i - c_j\|_2 < \tau \|c_i - c_{i1}\|_2, \ \text{s.t.} \ j \neq i, \ (1)$$

$$\Delta (c_i, c_j, c_k) > \theta, \ \text{s.t.} \ j \neq i, \ \forall c_k \in S_i. \ (2)$$

Eqn. (1) indicates that each related word $c_j$ must be close to $c_i$, in which $c_{i1}$ is the nearest word of $c_i$, and $\tau$ is a constant controlling the tolerable distance. The example in Fig. 2(a) shows a situation in which $c_j$ is too far from $c_i$, thus it cannot satisfy the distance constraint. Eqn. (2) indicates that each related word should have a non-overlapping and independent area, in which $S_i$ is the set of $c_i$’s related words, and $\theta$ is a constant determining the orientation of each area, as shown in Fig. 2(b). Furthermore, $\Delta (c_i, c_j, c_k)$ denotes the angle between $c_j - c_i$ and $c_k - c_i$, as defined in Eqn. (3). Fig. 2(b) shows that $c_j$ cannot satisfy the orientation constraint because it locates in the area of $c_2$.

$$\Delta (c_i, c_j, c_k) = \arccos \frac{\langle c_j - c_i, c_k - c_i \rangle}{\|c_j - c_i\|_2 \cdot \|c_k - c_i\|_2}. \ (3)$$

Based on the above two constraints, we give the relationship searching algorithm in Alg. 1. For each word $c_i$, all other
words are first arranged by ascending Euclidean distance, and the nearest \( q_1 \) is added to \( S_j \). Then, other words are checked in order according to the distance and orientation constraints, and the word that satisfies both constraints is added to \( S_j \). Finally, the set of \( q_i \)'s related words \( S_j \) is obtained. By applying the algorithm to \( c_1, ..., c_M \), the set of related words \( S \) for the vocabulary \( C \) is defined as

\[
S = [S_1, S_2, ..., S_M] \in \mathbb{R}^{D \times \sum_{i=1}^{M} Q_i},
\forall S_i = [c_{i1}, c_{i2}, ..., c_{iQ_i}] \in \mathbb{R}^{D \times Q_i},
\]

wherein \( Q_i \) denotes the number of the related words for \( c_i \), and \( c_{ij} \) is the \( j \)th dependent word of \( c_i \). With the related words obtained, the fully connected network can be transformed into Fig.3(b). The troublesome relationship in previous studies, shown in Fig.3(a), is removed to improve efficiency.

**C. Feature Encoding**

In this section, we define the higher-order relationship and use it in various feature encoding methods. We take sparse coding as an example. General sparse coding can be formulated as follows:

\[
\begin{align*}
R_i &= \arg \min_{R_i} \left\| x_i - CR_i^T \right\|_2^2 + \lambda T (R_i),
\end{align*}
\]

where \( R_i \) is an arbitrary constraint of sparsity, and \( \lambda \) is a sparsity coefficient of the constraint. To use the higher-order relationship in sparse coding, we first define the relationship. In this paper, the higher-order relationship of words are defined as \( \Delta (C, x_i, S) \), which can be factorized as follows:

\[
\Delta (C, x_i, S) \in \mathbb{R}^{1 \times \sum_{i=1}^{M} Q_i} = [\Delta (c_1, x_i, S_1), ..., \Delta (c_M, x_i, S_M)].
\]

In Eqn.7, the higher-order relationship of visual words \( \Delta (C, x_i, S) \) is constructed by \( \Delta (c_k, x_i, S_k) \), \( \forall k = 1, ..., M \), which is defined as:

\[
\Delta (c_k, x_i, S_k) \in \mathbb{R}^{1 \times Q_k} = [\Delta (c_k, x_i, c_{k1}), ..., \Delta (c_k, x_i, c_{kQ_k})],
\]

in which \( \Delta (c_k, x_i, c_{k1}) \) has been defined before in Eqn.3. Based on Eqn.7, we can see that the higher-order relationship of visual words in this paper is actually the orientation relationship among the related neighbor words. Distance and orientation are two important factors for describing the distribution of visual words. Distance is already considered in the neighbor words, thus we only need to use the orientations to describe the distribution more accurately.

With the consideration of this higher-order relationship of words, we enhance the general sparse coding as follows:

\[
\begin{align*}
V_i &= \arg \min_{V_i} \left\| x_i - SV_i^T \right\|_2^2 + \left[ \lambda T (V_i) + \alpha \left\| V_i \odot \Delta (C, x_i, S) \right\|_2^2 \right],
\end{align*}
\]

wherein \( S = [S_1, S_2, ..., S_M] \) is the set of dependent words for vocabulary \( C \), as shown in Eqn. (4), and \( V_i \) is the feature quantization of \( x_i \) on \( S \):

\[
\begin{align*}
V_i &= \left[ (V_1)_i, ..., (V_M)_i \right] \in \mathbb{R}^{1 \times \sum_{k=1}^{M} Q_k} \\
\forall (V_k)_i &= \left[ (v_{k1})_i, ..., (v_{kQ_k})_i \right] \in \mathbb{R}^{1 \times Q_k}.
\end{align*}
\]

In Eqn. (8), \( \alpha \) is the coefficient of the higher-order relationship constraint, and \( \odot \) denotes the element-wise multiplication.

Following the feature encoding step, the image representation \( F \in \mathbb{R}^{N \times \sum_{k=1}^{M} Q_k} \) can be constructed by operating maximum pooling [7], [32] over all the \( N \) local features. This is shown in Eqn. (10), wherein max columns preserves the maximum quantization of each column.

\[
F = \max_{columns} \left[ V_1^T, V_2^T, ..., V_N^T \right]^T.
\]

In particularly, general sparse coding with the higher-order relationship has feasible solutions. According to lasso [33] and elastic net [34], they can solve the optimization with \( L1 \) regularization, \( L2 \) regularization or the combination of both regularizations. These two regularizations have been successfully used in sparse coding based methods, e.g., sparse coding (SC) [7], local-constrained linear coding (LLC) [6] and over-complete sparse coding (OSC) [35]. In this paper, the penalization of higher-order relationship is considered as \( L2 \) regularization, thus the relationship model can be combined easily with many sparse coding based methods. It is known that the relationship model can not only encode visual feature precisely, but also retain the efficiency of the sparse coding based methods.

Other encoding methods are also very popular. We consider four methods: two typical methods are hard quantization (HQ) [4] and soft quantization (SQ) [36], and the other two recent methods are super vector coding (SVC) [8] and improved fisher kernel (IFK) [9].

The higher-order topology (or higher-order relationship) model is used in HQ and SQ as follows:

\[
\begin{align*}
(r_k)_i &= \frac{\exp(-\sigma_d \times \|x_i - c_k\|_2^2)}{\sum_{k=1}^{K} \exp(-\sigma_d \times \|x_i - c_k\|_2^2)}
\end{align*}
\]

\[
\begin{align*}
(v_{kq})_i &= (r_k)_i \times \exp(-\sigma_A \times \|c_k, x_i, c_{kq}\|_2^2),
\end{align*}
\]
in which $\sigma_d$ and $\sigma_\Delta$ represent the Gaussian smoothing factors of distance and orientation respectively, and $r_k$ denotes the feature quantization on vocabulary $C$. Specifically, if $K = 1$, Eqn. (11) is for HQ, otherwise it is for SQ, e.g., $K = 5$ is validated to perform the best [36].

Due to the similar formulation of SVC and IFK, we only list the higher-order relationship for IFK:

\[
(r_k)_i = \sum_{k=1}^{K} \phi_i (k) \left[ \frac{x_i - c_k}{\sigma_k}, \frac{(x_i - c_k)^2}{\sigma_k^2} - 1 \right]
\]

\[
(v_{kq})_i = (r_k)_i \times \exp \left( -\sigma_\Delta \times \Delta (c_k, x_i, c_{kq})^2 \right)
\]

wherein $\phi_i (k)$ and $\sigma_k$ are $c_k$’s cluster weight and covariance matrix respectively [9]. One difference in Eqn. (12) is that $r_k$ and $v_{kq}$ are all vectors which are determined by the difference encoding in SVC and IFK.

### D. Efficiency Analysis

In this section, we give the efficiency analysis of the relationship searching and feature encoding. Previous work models the pairwise relationship based on the occurrence frequency of similar local features. If we consider the higher-order relationship of these previous methods, the frequency of occurrence of each different feature will lead to a different relationship. Therefore, the computational complexity of the previous methods is about $O(NM)$, in which $N$ and $M$ are the number of local features and visual words respectively. However, usually $N$ is much larger than $M$ because of the dense feature extraction, which will make the relationship construction very slow. Compared to the previous studies, the proposed relationship searching only considers about $M$, thus the complexity is about $O(M^2 \log M)$, which significantly improves efficiency. Our method is comparable with the original coding methods in respect of the efficiency of the coding stage. In the sparse coding-based methods, we use the LARS algorithm in the SPAM toolbox to solve the optimization with lasso or elastic net. Our method may be a little slow compared to the original sparse coding, because the local feature is encoded by the set of dependent words $S$, which is usually $K$ times larger than the vocabulary size $C$. However, the efficiency of the other coding methods is comparable to the original coding methods as a result of the simple multiplication operation. The efficiency of the higher-order relationship is higher than in previous studies in respect of the overall consideration of the relationship construction and feature encoding.

### IV. EXPERIMENTS AND RESULTS

To demonstrate the effectiveness and efficiency of the higher-order topology of visual words (HTVWs) model, here we call it the higher-order relationship (HOR) simply. We evaluate it in this section on four typical datasets of different categories and levels of difficulty. We first give the overall results, and then evaluate the higher-order relationship, feature coding and efficiency respectively.

### A. Detailed Settings

1) **Datasets and Evaluation:** We use four typical datasets:

- 15 Scenes, Caltech 101, UIUC Sport Event and PASCAL VOC 2007. We use common settings on the first three datasets: 100 training images and the rest for testing on 15 Scenes; 30 training images and the remainder (at most 50) for testing on Caltech 101; 70 training images and 60 for testing on UIUC Sport Event. Experiments are implemented over 10 random splits of the data, and the mean accuracy and standard deviation are reported. The PASCAL VOC 2007 dataset incorporates 20 object categories and includes 5011 training/validation and 4952 testing images. Average precision is reported.

2) **Descriptor:** We use SIFT local features generated by the VLFeat toolbox [37]. The features are extracted from local patches densely located at every 4 pixels on an image under three feature scales, defined by setting the width of the SIFT spatial bins to 4, 6 and 8 pixels. The low contrast SIFT features for other options are detected and dropped when the magnitude is below a certain threshold, based on the average magnitude of gradient. The ‘fast’ option is selected to achieve a faster extraction algorithm.

3) **Vocabulary:** Vocabulary size is set to be $[2^4, ..., 2^{13}]$, that is, ten scales in total. The sizes for SVC and IFK are set to be $[16, 32, 64, 128, 256]$ because they construct image representation in a much larger dimensional space. We construct these vocabularies by standard k-means, in which 10 million random local features are used to guarantee the effectiveness of the clustering. Additionally, k-means is used to initialize the encoding methods which use Gaussian Mixture Model (GMM) and vocabulary learning [6], [9], [35], as shown in Table. I.

4) **Coding and Pooling:** We use six popular encoding methods and two important pooling methods, and the detailed settings are shown in Table. I. The coding methods are HQ, SQ, LLC, OSC, SVC and IFK, in which the number of the nearest words $K$ is set as 5 in SQ, LLC and IFK for the best performance [6], [36], [38], and two cluster mixtures are used in OSC [35]. We use two polling methods: average pooling for SVC and IFK [8], [9], and maximum pooling is used for others to achieve better performance [6], [32], [36].

<table>
<thead>
<tr>
<th>Coding</th>
<th>$K$</th>
<th>Vocabulary</th>
<th>Vocabulary Size</th>
<th>Pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>HQ</td>
<td>1</td>
<td>K-means</td>
<td>16 ~ 8192</td>
<td>Maximum</td>
</tr>
<tr>
<td>SQ</td>
<td>5</td>
<td>K-means</td>
<td>16 ~ 8192</td>
<td>Maximum</td>
</tr>
<tr>
<td>LLC</td>
<td>5</td>
<td>K-means</td>
<td>16 ~ 8192</td>
<td>Maximum</td>
</tr>
<tr>
<td>OSC</td>
<td>-</td>
<td>K-means + GMM</td>
<td>16 ~ 8192</td>
<td>Maximum</td>
</tr>
<tr>
<td>SVC</td>
<td>1</td>
<td>K-means</td>
<td>16 ~ 256</td>
<td>Average</td>
</tr>
<tr>
<td>IFK</td>
<td>5</td>
<td>K-means + GMM</td>
<td>16 ~ 256</td>
<td>Average</td>
</tr>
</tbody>
</table>
Fig. 4. The performance of the four typical feature encoding methods by using higher-order relationship (HOR) on four popular datasets. The feature encoding methods are Hard Quantization (HQ), Soft Quantization (SQ) [36], Local-constrained Linear Coding (LLC) [6], Over-Complete Sparse Coding (OSC) [35], Super Vector Coding (SVC) [8] and Improved Fisher Kernel (IFK) [9]. Datasets (from left to right): Col.1: PASCAL VOC 2007; Col.2: 15 Scenes; Col.3: Caltech 101; Col.4: UIUC Sport Event.

5) Higher-Order Relationship: The parameters in the relationship searching algorithm of the distance constraint $\tau$ and the orientation constraint $\theta$ in Eqn. (1) and Eqn. (2) are first set as 2.0 and 120° respectively by parameter selection in Sec.IV-E1. Then, for the feature encoding in Eqn. (8), the penalty coefficients of the sparsity $\lambda$ and the higher-order relationship $\alpha$ are determined by a five-fold cross-validation, which gives $\lambda = 0.1$ and $\alpha = 0.05$. Lastly, we set the Gaussian smoothing factor $\sigma_d$ and the number of a visual word’s related words $Q_i$ in Eqn. (11) as 10 and 3 respectively, according to the parameter selection in Sec.IV-E2.

6) Partition and Training: For the 15 Scenes, Caltech 101 and UIUC Sport Event datasets, we use the common settings of the spatial pyramid matching (SPM) [21] under the image partitions of $1 \times 1, 2 \times 2$ and $4 \times 4$; while for PASCAL VOC 2007, the partition of $1 \times 1, 2 \times 2$ and $3 \times 1$ is used instead [6], [38], [39]. In the training phase, all classifiers are trained by the rule of one-vs-all, and the L1LIBLINEAR with a five-fold validation is adopted for high efficiency, low memory cost and good generalization.

B. Overall Results

In this section, we give the overall results of the HOR in many recent encoding methods. Fig. 4 shows the classification precision of six encoding methods. Based on these results, there are three main observations.
The HOR model is easily applied in recent feature encoding methods, and consistently enhances them under all vocabulary sizes. On all the datasets, HOR achieves improvement of at least 2% over the six encoding methods, which demonstrates its strong generalization. HOR can also obtain large and stable improvements under both small and large vocabulary sizes, demonstrating the robustness of the higher-order relationship.

The classification precision of HQ, SQ, LLC and MSC for small vocabulary sizes, e.g., smaller than 256, can largely be improved by the higher-order relationship model. On all four datasets, HOR obtains an improvement between 5% and 10%, e.g., HOR improves HQ by more than 10% at a size of 256 on PASCAL VOC 2007; under the same size, OSC is improved by almost 5% on Caltech 101. The reason for this large improvement may be that the original encoding for small sizes will lose most relationship information because only a few visual words are sparsely distributed, but the relationship model can take full advantage of the local and global information among these few words for better image representation.

Under large vocabulary sizes, e.g., larger than 4096, HOR shows a stable improvement over the encoding methods of HQ, SQ, LLC and MSC. Specifically, HOR consistently improves feature encoding between 2% and 4%, e.g., HOR improves LLC by almost 4% at the size of 8192 on PASCAL VOC 2007; under the same size, SQ is improved by 3% on 15 Scenes. The reason for a stable improvement rather than large improvement may be that there are many more visual words in large vocabularies, and their distribution will become much denser. As a result, the higher-order relationship model will concentrate on the local information and lose some meaningful global cues, thus the improvement will not be as large as it is in the case of small vocabularies.

Table II and Table III show the classification precision of the original feature encoding methods, pairwise relationship methods and HOR on the four datasets. It can be clearly observed that in all the testing datasets, HOR obtains the highest classification precision. On the challenging PASCAL VOC 2007 database, HOR obtains the highest performance on 17 object categories, and it achieves average precision of 59.1%, which is 2% higher than CCC [15] and more than 5% higher than the other pairwise relationship methods. The improvements are particularly impressive in certain categories, e.g., 7% on cow, 6% on sheep and 5% on sofa.

For the other three datasets, HOR also demonstrates the best results in the evaluation, as listed in Table III. On the 15 Scenes database specially, HOR obtains classification accuracy of 85.76%, which beats DPLB and is more than 2% higher than other encoding and topological methods. On the UIUC Sport Event, the accuracy of 89.23% obtained by HOR is an improvement over IFK and is about 2% higher than other methods. Lastly, on the Caltech 101 dataset, HOR achieves the accuracy of 77.78%, which is much higher than most of feature encoding and pairwise topological methods.
In summary, the higher-order relationship model is effective in datasets with different categories and levels of difficulty, and it better represents images than the original feature encoding methods and the pairwise relationship methods.

C. Higher-Order Evaluation

In this section, we evaluate the influence of higher-order relationship model in codebook generation. Here, we use HQ, SQ and LLC for testing on the 15 Scenes dataset. We use the codebook with the same dimensionality for fair comparison, due to the higher feature dimensionality of the proposed feature representation, Fig. 5 shows the classification accuracy of these three encoding methods under a series of feature dimension. It can be seen that the higher-order relationship model achieves consistent improvement, which demonstrates that the relationship searching is more effective in encoding methods than enlarging the size of the codebook.

D. Efficiency Evaluation

In this section, we show that the higher-order relationship model can be very efficient in enhancing image classification. For the detailed experimental settings, we compare the HOR model with the most efficient pairwise relationship method LPC [19], and the computational complexity, which contains the relationship construction and feature encoding, will be evaluated individually. The setup of feature extraction and vocabulary clustering is the same as the settings in Sec. IV-A, and the number of the nearest neighbors in the feature encoding is set as 5 in both methods. Efficiency is evaluated on the UIUC Sport Event database, and we use the vocabulary sizes of 16 ∼ 8192 based on soft quantization (SQ). All the experiments are implemented on a computer server with an Intel X5650 CPU (2.67 GHz and 12 cores), and a combination of Matlab/C++ is in programming.

Fig. 6 and Fig. 7 show the efficiency (s) of the relationship construction and the feature encoding respectively. The relationship construction contains the pairwise feature construction and vocabulary clustering on all the images of the dataset, while distance computation and feature assignment are considered in feature encoding only for one image. It can be clearly observed in Fig. 6 that the relationship construction in the pairwise method costs much more time than the proposed model, e.g., the LPC costs 1500s while the proposed model costs only 200s, which is approximately 7 times less. The reason for this is that the pairwise methods have to construct the pairwise local features, which is time-consuming and cost about 1350s in our experimental setup. In contrast, the proposed model operates directly on the original single local features, and the self-inc viewed relationship searching algorithm is also very efficient, costs only 50s at the size of 8k. Fig. 7 shows that the HOR model is much more efficient in the feature encoding than the pairwise method. We can see that across all vocabulary sizes, the feature encoding by HOR is no more than 1s, and has the potential
TABLE IV
CLASSIFICATION ACCURACY UNDER DIFFERENT COMBINATIONS OF THE DISTANCE CONSTRAINT (τ) AND THE ORIENTATION CONSTRAINTS (θ) ON THE UIUC SPORT EVENT DATABASE. THE VOCABULARY SIZE IS SET AS 1024 AND HQ IS SELECTED FOR EVALUATION

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>τ = 1.2</th>
<th>τ = 1.4</th>
<th>τ = 1.6</th>
<th>τ = 1.8</th>
<th>τ = 2.0</th>
<th>τ = 2.2</th>
<th>τ = 2.4</th>
<th>τ = 2.6</th>
<th>τ = 2.8</th>
<th>τ = 3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>θ = 30°</td>
<td>85.81</td>
<td>85.71</td>
<td>86.15</td>
<td><strong>85.33</strong></td>
<td>85.25</td>
<td>84.60</td>
<td>86.21</td>
<td>85.06</td>
<td>84.23</td>
<td>85.27</td>
</tr>
<tr>
<td>θ = 60°</td>
<td>85.46</td>
<td>85.85</td>
<td>84.85</td>
<td>85.75</td>
<td>85.60</td>
<td><strong>86.67</strong></td>
<td>86.33</td>
<td>85.57</td>
<td>86.52</td>
<td>85.96</td>
</tr>
<tr>
<td>θ = 90°</td>
<td>85.42</td>
<td>84.96</td>
<td>85.08</td>
<td>85.43</td>
<td><strong>85.56</strong></td>
<td>85.42</td>
<td>85.17</td>
<td>85.23</td>
<td>85.15</td>
<td>85.13</td>
</tr>
<tr>
<td>θ = 120°</td>
<td>85.23</td>
<td>85.84</td>
<td>85.52</td>
<td>85.62</td>
<td><strong>87.43</strong></td>
<td>84.13</td>
<td>85.56</td>
<td>85.38</td>
<td>85.96</td>
<td>85.31</td>
</tr>
<tr>
<td>θ = 150°</td>
<td>85.00</td>
<td>85.77</td>
<td>85.35</td>
<td><strong>86.18</strong></td>
<td>85.70</td>
<td>84.97</td>
<td>85.08</td>
<td>85.42</td>
<td>84.79</td>
<td>85.29</td>
</tr>
</tbody>
</table>

E. Parameter Selection

In this subsection, we attempt to give some practical guidelines of the higher-order relationship model by parameter selection. We study the impact of parameters from two aspects: relationship searching and feature encoding.

1) Relationship Searching: In this section, we attempt to select two parameters in the phase of relationship searching: the distance constraint τ in Eqn. (1) and the orientation constraint θ in Eqn. (2). The distance constraint τ for these two parameters is set as [1.2, 1.4, ..., 2.8, 3], ten values in total; while the orientation constraint θ is set as [30°, 60°, 90°, 120°, 150°]. We test all the above combinations at the size of 1024 on the UIUC Sport Event dataset, and Table IV shows the classification accuracy of all these combinations based on hard quantization (HQ). It is evident that the best accuracy 87.43 occurs at θ = 120° and τ = 2.0, thus we use these two values on all of our experiments. Another important observation is that for each orientation, most of the high accuracy is concentrated on the middle part of the distance constraint. The probable reason for this is that the small τ just generates a few related words, which cannot well capture the local relation; In contrast, if τ is too large, there will be too many dependent words which may lead to over-fitting of the proposed model.

2) Feature Encoding: We attempt to select two important parameters in the feature encoding: the number of dependent words for each visual word Qk in Eqn. (8) and the Gaussian smoothing factor σΔ in Eqn. (11). They are evaluated based on soft quantization (SQ) at the vocabulary size of 512 on the UIUC Sport Event dataset. The classification accuracy for Qk is shown in Fig. 8 using 1 to 20 respectively. It can be seen that Qk = 3 obtains the best performance, and the advantage is that the smaller Qk leads to faster computation and less memory usage. If Qk is too large, the division of dependent area will be too fine, which may lead to over-fitting. For σΔ, as shown in Fig. 9, σΔ = 10 obtains the best performance. If σΔ is too large or too small, the quantization Vi will be either too smooth or too sharp.

V. Conclusions

In this paper, the higher-order relationship of visual words has been studied in feature encoding for image classification, and we have proposed an efficient classification framework. The framework has two important steps, namely relationship searching and feature encoding. The framework has two main steps: (1) For each visual word, we search its related words...
based on distance and orientation. With the related words obtained, the higher-order relationship can be learned much more efficiently; (2) For each local feature, we use its neighbor visual words and their higher-order relationship jointly to encode the feature. Experiments on four typical datasets, namely PASCAL VOC 2007, 15 Scenes, Caltech 101 and UIUC Sport Event, demonstrate that the proposed model consistently and efficiently enhances most recent feature encoding methods, and achieves the best performance of all word relationship methods on these four datasets.
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