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Abstract—Surface defects on precision optical elements must be carefully inspected since they impact the normal operation of an optical system. It is a challenge to inspect defects of large aperture optical elements using an imaging system because of efficiency and accuracy. This paper designs a novel and effective inspection instrument with two imaging systems for large aperture optical elements. They are the dark-field imaging system (DFIS) with a line scan camera in 10μm resolution and the bright-field imaging system (BFIS) with a microscopic camera in 0.85μm resolution. To keep the clarity of DFIS in large scale quickly scanning, an adaptive scan path planning method is proposed. A set of novel algorithms is proposed to process a large number of dark-field images. Due to the limitations of DFIS in scattering effect, the corresponding bright-field images are obtained according to the dark-field images. The classification of flaws and their sizes measurement based on bright-field images are also presented. Experiments show that the instrument can scan an optical element with the size of 810mm×460mm in less than 6 minutes and the inspection precision can reach 3μm.

Index Terms—Flaw inspection, Dark-field imaging system, Bright-field imaging system, Path planning, Image processing, Measurement, Large aperture optical element.

I. INTRODUCTION

Precision optical elements are widely used in the field of high energy optical devices, low light level imaging systems and semiconductor manufacturing [1]. During the process of producing, clean and transportation, the surfaces of precision optical elements will appear various types of flaws, such as pits, scratches, fiber, water stains and others. Those surface flaws increase the loss of light energy, and also affect the performance of the optical system. Therefore, surface flaw inspection for precision optical elements draws much attention in the field of optical engineering.

The method of automated visual inspection (AVI) is commonly used in surface inspection for various fields such as textiles, paper, semiconductor wafers, rail heads and concrete materials [2-6]. Generally, the general inspection devices which are used for precision optical elements such as the atomic force microscope (AFM) and scanning tunnel microscope (STM) have high precision, but also have shortcomings such as small measure range, low efficiency, high cost of the instrument and maintenance. So they are not suitable for surface flaw inspection for large aperture optical elements.

Currently, devices based on AVI are very common for the precision optical elements. For example, final optics damage inspection system [7, 8] which was employed in the National Ignition Facility to inspect flaws for the final optics and the digitizing surface flaw inspection system for optical elements in [9] adopted the dark-field imaging system (DFIS). In [10], the inspecting device used the dark-field back illumination and a camera with the resolution of 21 million pixels to get flaws information for the full size of optics in one time. The advantage of DFIS is easy to observe and detect small surface flaws due to the scattering amplification effect. Nonetheless, it brings many problems such as size distortion and classification failure of flaws. The relationship between the scattering image size and the actual size of the flaw in dark-field is complicated [11]. The calibration of actual size of flaws in dark-field images is needed for surface flaw inspection in order to get the real information of flaws. Indeed, there are some methods to measure the dark-field size [12-14]. However, they are not suitable for real time size calibration because of low accuracy and efficiency. Compared to DFIS, the bright-field imaging system (BFIS) is also widely used especially in the detection of cell [15-16]. This method generally uses a microscopic camera, so it is particularly suitable for small area detection and doesn’t apply to large areas due to the impact of high resolution.

Rapid detection speed and high detection accuracy are prerequisites of detection device for large aperture optical elements. When the size of the optical element is 810×460mm, the device in [9] takes one hour for image acquisition and the number of sub aperture images is more than 3,700 which could affect the accuracy of image stitching. For large aperture optical elements, efficient algorithms of image display and processing are essential to ensure real time flaws inspections. In general, the distinction of surface flaws is most concerned by the inspector. However, the existing equipments [14], [17] can just only give the classification between pits and scratches instead of significant flaws such as pits and dusts.

The motivation of this work is to design a surface flaw inspection instrument for large aperture optical elements which can quickly inspect and give accurate information in detail. It integrates two different resolution imaging units for both advantages. One is BFIS which is constructed by a microscopic lens, a coaxial light source and an area scanning charge-coupled device (CCD) camera with 0.85μm resolution. The other is DFIS which is constructed by a linear light source and a line scan camera with 10μm resolution. The DFIS is developed to scan the whole optical element to quickly get all the distribution of surface flaws for coarse detection. The BFIS is used to measure the size of flaws and recognize the type for fine detection. Thus, this method meets the requirements of
high accuracy and efficiency. In addition, this paper investigates some of the key issues, including the adaptive scanning path planning method for the line scan camera based on 4 points focusing method, the display and process of dark-field images, the BFIS path planning method according to dark-field images, the classification and size measurement of flaws based on bright-field images.

The rest of this paper is organized as follows. The two imaging systems and their structures are introduced in Section II. Then the configuration of the proposed system is given. Section III designs the method to acquire the dark-field images of the optical elements. In Section IV, the methods of displaying and detecting flaws for dark-field images are presented. Section V describes the BFIS path planning method according to dark-field images. The classification and size measurement of flaws based on bright-field images are also provided in Section V. Section VI gives the experiments and results. Finally, this paper is concluded in Section VII.

## II System Design

### A DFIS and BFIS

The light source is placed at an angle to the optical element so that the most of the light is reflected to the camera in BFIS, as shown in Fig. 1(a). In DFIS, the light source is placed in a way that the most of the light is reflected away from the camera, and only light of certain parts of the optical elements is reflected to the camera, as shown in Fig. 1(b). In this paper, the directed front light illumination is used for DFIS and a coaxial telecentric illumination is used for BFIS. In the dark-field system, even flaw size below the diffraction limit of the optical system, the flaw can still be detected when the intensity of scattered light is strong enough. Therefore, DFIS is more suitable for inspecting optical surface flaws. But scattering effects in DFIS make flaw size be not accurate. Fortunately, BFIS can well solve this problem. Therefore, only one imaging system is hard to get reliable inspecting effects, so this paper presents a scheme combined DFIS and BFIS.

### B System Design Combination with DFIS and BFIS

The proposed surface flaw inspection instrument for large aperture optical elements is composed of a clamp adjusting unit, a three dimensional motion unit, two visual units, and a host computer. The instrument setup is shown in Fig. 2.

The clamp adjustment unit can adapt to different sizes and types of optical elements, which is used to manually adjust yaw (θₘ) and pitch (θₚ) to ensure that the plane of optical element is perpendicular to the optical axes of cameras in visual units. The three-dimensional (3-D) movement unit consists of a three degree-of-freedoms (DOFs) motion platform. The horizontal axis represents the movement direction of X and the vertical axis represents the movement direction of Y. The focusing direction of the line scan camera and microscopic camera represents the movement direction of Z. The visual units consist of DFIS and BFIS. The collimated light source beside the visual units is the basis for the clamp to adjust the pose of the optical element according to the light transmission and reflection coincidence. The visual units are placed on vertical movement axis. The optical axes of the line scan camera, the microscopic camera and the collimating light component are parallel to each other. The computer is used to control the three DOFs motion platform and capture images.

### C Inspection Procedure

The task of this work is to inspect surface flaws for large aperture optical elements. The flow chart of the inspecting process can be divided into four stages, as shown in Fig. 3.

In stage-1, the optical element’s pose must be manually adjusted by using the clamp adjusting unit and the collimated light source. After the pose adjusting of the optical element, it can be considered that its surface plane is basically perpendicular to the optical axes of cameras. Then, the motion path of the visual units is planned in stage-2. In this stage, the compensation amounts in the focus direction are calculated using the method described in section III. In stage-3, the motion platform is moved to capture dark-field images with the compensation amounts in the focus direction and the image in block is saved meanwhile. Thence, the full dark-field image can be formed by stitching all of the block images. In stage-4, preliminary flaws results of position information are obtained by processing dark-field images using the method described in section IV. In order to obtain further information such as the actual sizes and types of the flaws, the BFIS path planning method based on the dark-field image is used to capture the corresponding bright-field (BF) image. Based on the high resolution BF images, the sizes of flaws are obtained and their
classification is completed utilizing kernel ridge regression (KRR) based on geometric features and texture features. The areas of the flaw images in DFIS are replaced with the color reversed images in BFIS to form a whole surface image of the optical element with all flaws. Finally, the inspection information of all flaws on the large aperture optical element is obtained. In addition, the region of interest (ROI) of the entire image can be easily displayed in the interactive software by moving the mouse once the dark-field image acquisition is finished.

A poly line moving scanning trajectory is designed to scan quickly. Firstly, the line scan camera starts from the left edge of the optical element, and then scanning along the Y axis to acquire images until the bottom edge. Secondly, the line scan camera moves the distance of the view field in the X direction, and then returns to the top edge along the Y axis. In this process, the scanned images are divided into blocks to be compressed and saved. Each block is with the size of 2048×2048 in pixel. One large column of image is formed with the blocks. The above procedure is repeated until the line scan camera is moved to the bottom right edge of the optical element, where the entire scanning process with DFIS is finished.

The large columns of images in accordance with the acquisition order can be named $C_1$, $C_2$, ... $C_i$... $C_n$. The depth of view field of the line scan camera and the micro camera are 1mm and 40μm. Since the size of the optical element is too large, the angle error still remains after clamp adjusting. Moreover, the scanning plane isn’t parallel to the surface plane of the optical element. So the line scan camera will be out of focus resulting in the unclear images. An adaptive scanning path planning method is proposed to correct the focus based on the above scanning trajectory in order to ensure that the images are always clear in the scanning process.

Firstly, it’s necessary to select the four corner points of the optical element (top left corner, bottom left corner, top right corner, bottom right corner) to focus the microscopic camera in BFIS respectively. The function based on the Sobel operator is employed to judge the image sharpness in the focusing process. The microscopic camera is focused when the image sharpness function reaches maximum [18]. The positions of the motion system are recorded when the microscopic camera is separately focused at the four corner points.

With the four positions corresponding to the four corners, the surface plane equation of the optical element in the motion coordinate system can be obtained as given in (1). Therefore, the amount of focus adjustment in each scanning column can be calculated in (2) in order to ensure the line scan camera is focused.

$$
ax + by + cz + 1 = 0
$$

where $a$, $b$, $c$ are the plane parameters of the optical element.

$$
\Delta z = \frac{-a\Delta x + b\Delta y}{c}
$$

where $\Delta z$ is the focusing adjustment, and $\Delta x$ is the amount of motion in the $X$ direction with respect to the scanning starting point, $\Delta y$ is the amount of motion in the $Y$ direction with respect to the scanning starting point.

B Motion Control of Dark-Field Image Acquisition

The amount of focusing adjustment is calculated in (2) when the line scan camera moves to scan the optical element. Then, the amounts of 3-D movement are sent into the motion platform for image acquisition. The grating ruler in Y axis is used as an external signal to trigger the line scan camera to capture dark-field images. Trigger frequency $f$ is determined by the pixel equivalent which is specified in meters per scan line.

The accuracy of image acquisition in Y direction is guaranteed by using the grating ruler trigger signal driving the line scan camera. Accuracy of image acquisition in X direction is ensured by redundancy acquisition. The size of redundancy between two adjacent columns is $d$. In this work, the actual stitching offset $\Delta z_i[i]$ and $\Delta z_i[i+1]$ are calculated via feature matching between two adjacent columns $i$ and $i+1$ using SIFT algorithm [19]. The whole dark-field image can be obtained by stitching these sub images together based on the offsets.

IV Display and Flaw Detection of Dark-Field Image

There are a lot of sub images after image capturing. The size of a single sub image is 2048×2048 in pixel and covers 19.5×19.5mm, the gray level is represented with 8 bit, so the sub image needs 4M byte memory. If the optical element is
800×400mm, the entire image occupies about 3.2G byte memories. In the actual detection, the same element may need inspecting for different times. So a large amount of data generated in this way will have trouble in image storage and display. Those images should be compressed depending on the JPEG format before saved. And it is also no need to load all the images into memory disposable for displaying and processing. To solve this problem, a method for displaying and processing dark-field image is proposed as follows.

![Diagram of display principle of dark-field images](image)

As showed in Fig. 4, the entire image is divided into \((M + 1) \times (N + 1)\) block sub images as the matrix format. Moreover, those sub images are all obtained after image stitching. In order to display and analysis of flaws conveniently, nine sub images \((3 \times 3\) areas) are selected to load into memory for display. In order to display the region of interest, the serial number of nine sub images should be calculated before loading images into the memory. The serial number \((i, j)\) is the center of nine sub images which contains the point \(P\) in Fig. 4. Assuming the point \(P\) is the center of a flaw. When the display area is changed, the number of nine sub images will be changed based on the center of the flaw. But the number of loading images is still 9 and the memory consumption doesn't increase. Then, the pixel coordinates \((u_L, v_L)\) of the point \(P\) in the whole dark-field image after image stitching can be calculated in (3).

\[
\begin{align*}
  u_L &= u_{l_1} + u_{l_2} + u_{l_3} \\
  v_L &= v_{l_1} + v_{l_2} + v_{l_3}
\end{align*}
\]

where \((u_{l_1}, v_{l_1})\) is the image coordinates of the top left corner of 9 images relative to the whole dark filed image, and \((u_{l_2}, v_{l_2})\) is the image coordinates of the top left corner of ROI relative to the top left corner of 9 sub images. \((u_{l_3}, v_{l_3})\) is the image coordinates of point \(P\) in the ROI.

The process of flaws detection is proposed as follows. Firstly, all the dark-field images are binarized with a fixed threshold \(I_f\). The areas with high gray values larger than \(I_f\) belong to the flaws. The flaws’ edges in the area of \(3 \times 3\) sub images are detected using the freeman chain code [20, 21] with the order of the matrix format. To avoid a flaw dividing into two or more parts in the \(3 \times 3\) sub images area, it is needed to match and integrate the flaw contour. According to whether the points of flaw contour are in the \(3 \times 3\) sub images area boundary or not, the contours of flaws are divided into \(F_1\) and \(F_2\). \(F_1\) means the complete contours. \(F_2\) does not. The mutual distance between the two contours is used in determining whether they are the same flaw or not. The Euclidean distance of two points on each contour is defined as the mutual distance. The integration principle of flaws is defined by

\[
I_f = \begin{cases} 
1, & \text{if } D(A, B) \leq D_T \\
0, & \text{if } D(A, B) > D_T
\end{cases}
\]

where \(I_f\) is the flag for contour integration, and \(D(A, B)\) is the mutual distance between the two contours \(A\) and \(B\). \(D_T\) is the threshold of contour integration.

V  FINE INSPECTION OF FLAWS BASED ON BFIS

A BFIS Path Planning According to Dark-Field Images

The world coordinate system \(\{W\}\) and the motion coordinate system \(\{M\}\) are established on the motion platform. The origin of the motion coordinate system is the original point of machinery of the movement axis. The camera coordinates \(\{L\}\) and \(\{C\}\) are established on imaging planes of corresponding cameras with origins being the intersection of optical axes and imaging planes. The \(X_L\) axis and \(Y_L\) axis are corresponding to the \(u\) and \(v\) axes on the dark-field image. The \(X_C\) axis and \(Y_C\) axis are corresponding to the \(u\) and \(v\) axes on the bright-field image.

![Diagram of flaw point and camera frame](image)

In Fig. 5, \(T_w\) is the extrinsic parameter matrix of the line scan camera and \(T_w\) is the extrinsic parameter matrix of the microscopic camera. After the dark-field image acquisition, our goal is that the microscopic camera can automatically move to corresponding flaw position for detail observing by choosing the flaws in the dark-field image. To achieve this purpose, the relationship between the coordinates of the world and the image coordinates in two cameras should be obtained.

To obtain the model for the interior geometry of the line scan camera, we can regard a line sensor as one particular line of an area sensor. Therefore, like a traditional camera, suppose that the line scan camera is with negligible lens distortion. Its intrinsic property can be described with the pinhole model. In process of a scanning column, the four parameter model of the line scan camera can be given as

\[
\begin{bmatrix}
  u_i \\
  v_i \\
  1
\end{bmatrix} = \begin{bmatrix}
  k_x & 0 & u_{0x} \\
  0 & k_y & v_{0y} \\
  0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  x_i / z_i \\
  y_i / z_i \\
  1
\end{bmatrix}
\]
where \((u_{li}, v_{li})\) are the coordinates of a point in the scanning column \(i\) of the dark-field image, \((u_{li0}, v_{li0})\) denote the image coordinates of the line scan camera’s principal point, \((x_l, y_l, z_l)\) are the coordinates of the point in the line scan camera frame, and \(k_{ix}\) and \(k_{iz}\) are the magnification coefficients from the imaging plane coordinates to the image coordinate.

The transformation from the line scan camera frame to the world frame is known as the extrinsic parameters for the line scan camera.

\[
\begin{bmatrix}
  x_l \\
  y_l \\
  z_l \\
  1
\end{bmatrix}
= \begin{bmatrix}
  i_{nx} & i_{ox} & i_{ax} & i_{px} & x_w \\
  i_{ny} & i_{oy} & i_{ay} & i_{py} & y_w \\
  i_{nz} & i_{oz} & i_{az} & i_{pz} & z_w \\
  0 & 0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
  x_w \\
  y_w \\
  z_w \\
  1
\end{bmatrix}
= T_w\begin{bmatrix}
  x_w \\
  y_w \\
  z_w \\
  1
\end{bmatrix}
\tag{6}
\]

where \((x_w, y_w, z_w)\) are the coordinates of the point in the world frame, \(T_w\) is the extrinsic parameter matrix of the line scan camera.

Similarly, the microscopic camera also has the intrinsic parameter matrix and extrinsic parameter matrix. Since the two optical axes of cameras are parallel to each other, the rotation angle between the two coordinate systems is negligible. Therefore, the relationship between the two camera coordinate systems can be expressed as:

\[
T_i = \begin{bmatrix}
  1 & 0 & 0 & c_p_{ix} \\
  0 & 1 & 0 & c_p_{iy} \\
  0 & 0 & 1 & c_p_{iz} \\
  0 & 0 & 0 & 1
\end{bmatrix}
\tag{7}
\]

where \([c_p_{ix}, c_p_{iy}, c_p_{iz}]^T\) is the position vector of the origin \(O_i\) expressed in the microscopic camera frame.

The rotation angle in (6) between the line scan camera coordinate system and the world coordinate system is also negligible for further simplification. It can be thought that the two cameras are perpendicular to the plane of the optical element. Based on the above conditions, the re-positioning model can be simplified to:

\[
x_w = (u_{iw}-u_{i0})\frac{p_{iw}}{k_{ix}} + p_{ix} = \delta_u(u_{iw}-u_{i0}) + p_{ix}
\]

\[
y_w = (v_{iw}-v_{i0})\frac{p_{iw}}{k_{iy}} + p_{iy} = \delta_v(v_{iw}-v_{i0}) + p_{iy}
\]

where \((x_w, y_w)\) is the coordinates of the flaw in \(\{W\}\), \((u_{iw}, v_{iw})\) is its pixel coordinates in the scanning column \(i\) of the dark-field image, \(\delta_u\) and \(\delta_v\) are the pixel equivalents of the line scan camera.

The motion platform can be controlled to move the microscopic camera to observe the flaw based on (8). The relationship of the image coordinates \(u_{i}\) and the corresponding flaw points in world coordinates \(x_{w}\) can be obtained by the formulas (5) and (6) and \(z_{w}=0\).

\[
u_{w} = k_{iw} \frac{x_{w} + i'p_{wz}}{i'p_{wz}} + u_{i0}
\tag{9}
\]

Due to the continuous focusing movement in a large column of image acquisition procedure, the amount of focus adjustment in (2) has error. Formula (9) is rewritten as

\[
u_{w} = k_{iw} \frac{x_{w} + i'p_{wz}}{i'p_{wz}} + \Delta'p_{wz} + u_{i0}
\tag{10}
\]

where \(\Delta'p_{wz}\) is the variable quantity of \(i'p_{wz}\) caused by the errors of focusing motion.

The relationship between the point \(u_{i}\) in the scanning column \(i\) of the dark-field image and the re-positioning error in horizontal direction caused by focusing motion can be expressed as

\[
\Delta x_{wz} = x'_{wz} - x_{wz} = \frac{i'p_{wz}(u_{i} - u_{i0})}{k_{iw}}
\tag{11}
\]

where \(\Delta x_{wz}\) is the re-positioning error caused by focusing motion in the horizontal direction.

The whole dark-field image is obtained by stitching adjacent scanning columns together. The stitching error also affects the re-positioning error which can be expressed as

\[
\Delta x_{wu} = \frac{i'p_{wz}\sum_{k=1}^{i-1}e_{k}(k)}{k_{iw}}
\tag{12}
\]

where \(\Delta x_{wu}\) is the re-positioning error caused by stitching error in the horizontal direction. \(e_{k}[k]\) is the stitching error in the scanning column \(k\).

The relationship between the pixels coordinate and positioning error can be expressed as

\[
\Delta x_{w} = \Delta x_{wz} + \Delta x_{wu} = \frac{i'p_{wz}(u_{i} - u_{i0})}{k_{iw}} + \frac{i'p_{wz}\sum_{k=1}^{i-1}e_{k}(k)}{k_{iw}}
\tag{13}
\]

where \(\Delta x_{w}\) is the total re-positioning error.

Generally, \(\Delta p_{wz}\) isn’t constant because of installation errors in the instrument and return errors during motion. The angle still exists between the camera imaging plane and the plane of the optical element after the clamp adjustment. The stitching errors in each scanning column are not the linear relationship in practical applications, so the relationship between the pixels coordinate and positioning error is close to a non-linear relationship which can be fitted by polynomial fitting.

\[
\Delta x_{w} = a_{0}u_{i}^{n} + a_{1}u_{i}^{n-1} + \ldots + a_{n}u_{i} + a_{0}
\tag{14}
\]

where \(a_{0}, a_{1}, \ldots, a_{n}\) are the parameters of the non-linear relationship.
B Flaw Size Measurement Based on Bright-Field Image

Since the microscope in BFIS can be calibrated by optical measurement microscope in advance, the actual size of flaws can be achieved using the bright-field image. The above method is used to guide the microscopic camera to automatically capture corresponding bright-field image. So the actual size of the j-th flaw can be obtained as given in (15).

\[
\begin{align*}
I_j &= \delta_x \times N_{i_j} \\
W_j &= \delta_y \times N_{w_j}
\end{align*}
\]

(15)

where \( \delta_x \) and \( \delta_y \) are pixel equivalents of microscopic camera, the pixel size of j-th flaw in the bright-field image is \( N_{i_j} \times N_{w_j} \), the actual size of the j-th flaw is \( l_j \times w_j \), the unit is \( \mu m \).

The bright-field image of the flaw is necessary to be preserved, so that the optical element can be analyzed and processed off line in any time with no optical element in the inspecting instrument. However, sometimes the optical element has a lot of flaws and the bright-field images commonly have high resolution, it is unnecessary to save all the bright-field images directly for analyzing because of low efficiency and waste memory. The method replacing the flaw image in DFIS with one in BFIS is used. In this way, a whole surface image of the optical element with all flaws is obtained in bright-field and dark-field images fusion method. The pixel size of the flaw in dark-field image can also be calculated in (16) as the condition of off line.

\[
\begin{align*}
N'_{i_j} &= \frac{\delta_x \times N_{i_j}}{\delta_{i_j}} \\
N'_{w_j} &= \frac{\delta_y \times N_{w_j}}{\delta_{w_j}}
\end{align*}
\]

(16)

where \( \delta_{i_j} \) and \( \delta_{w_j} \) are pixel equivalents of the line scan camera, the pixel size of j-th flaw in the dark-field image is \( N'_{i_j} \times N'_{w_j} \).

C Classification between Dust and Pit

In general, the main defects in the optical elements can be divided into three categories: pits, scratches and dusts. The distinction of dusts and pits in most of surface flaws are most concerned by the inspector. Because both forms are similar, it is easy to misjudge each other which could affect the reliability of the inspecting system. The scattering effect of dust is similar to pits. The imaging results in the dark-field image as shown in Fig. 6(a) and 6(b). It is difficult to distinguish in this condition. However, the dusts in the bright-field image have the smooth texture and a uniform luminance distribution, but the texture of pits in the bright-field image is much vague and has uneven brightness distribution as shown in Fig. 6(c) and 6(d).

The shapes of scratches are different from pits and dusts, the textures of dusts and pits are different. Two kinds of features, i.e. geometric features and texture features, are selected to recognize flaws. The geometric features of flaws are selected according to experience as follows: the length of the flaw’s contour \( l \), the aspect ratio of the flaw’s minimum bounding rectangle \( r_1 \), the ratio of the flaw’s area and the area of the flaw’s minimum bounding rectangle \( r_2 \), the perimeter of the flaw’s contour \( c \). Those features are selected in bright-field image instead of dark-field image. It is not all damages that can be identified by only geometric features. So texture features are necessary. Five dimensional texture features are selected in the bright-field image as follows.

1) Gray value:

\[ M = \frac{1}{n} \sum_{i} \sum_{j} f(x, y) \]

(17)

2) Gray scale standard deviation:

\[ \sigma = \sqrt{\frac{1}{n} \sum_{i} \sum_{j} [f(x, y) - M]^2} \]

(18)

3) Contrast:

\[ C = \sum_{i} \sum_{j} (i - j)^2 P(i, j) \]

(19)

4) Energy:

\[ A = \sum_{i} \sum_{j} (i - j)^2 P(i, j) \]

(20)

5) Entropy:

\[ E = -\sum_{i} \sum_{j} P(i, j) \log P(i, j) \]

(21)

where \( f(x, y) \) is the gray value of the pixel \( (x, y) \), \( P \) is the grey level co-occurrence matrix (GLCM) [22, 23] and \( P(i, j) \) means the repeated intensity of gray value \( (i, j) \) in the image.

![Fig. 6 Typical flaws, (a) dust, (b) pit in dark-field image, (c) dust, (d) pit in bright-field image](image)

Four geometric features such as the contour length \( l \), the aspect ratio \( r_1 \), the area ratio \( r_2 \) and the perimeter \( c \) and five texture features such as \( M, \sigma, C, A \) and \( E \) in (17) to (21) are calculated. When the nine dimensional features are achieved, they are put into the classifier to classify the flaws using the kernel ridge regression (KRR) classifier [24-26].

In addition, the support vector machine (SVM) classifier [27, 28] is also effective for the classification of pits, scratches and dusts.

VI EXPERIMENTS

A Experiment System

An experiment system (as shown in Fig. 7) was established according to the scheme given in section II. In the experiment system, two vision units were a Dalsa line scan camera and a PointGrey microscopic camera which equipped with a Navitar zoom lens with magnification 0.47~ 4.5×. The resolution of line scan camera was 8192 pixel and the maximum of line frequency was 68.6 KHz. The microscopic camera captured images 15 frames per second with image size of 1280×960 in pixel. The two cameras were placed on the motion platform and the focusing direction is along their optical axes. The
A collimated light source was placed in parallel with the cameras. The clamp was mainly composed of a bolt and a bearing turntable for adjusting pose. The maximum size of the optical element for inspecting was 810×460mm. The CPU of the host computer was Intel Core™2 DUO with frequency of 2.8GHz.

![Experiment system](image)

**B Image Acquisition and Flaws Detection**

According to the scanning path presented in section III, the amount of focus adjustment in each scanning column needs to be generated at first. Before the image acquisition, four corner points were obtained to determine the parameters in (1) with least square method (LSM). The estimated plane parameters of the optical element were 

\[
a = 0.0982, \quad b = 0.0488, \quad c = 16.3161.
\]

Redundancy \(d\) in the image acquisition was set to 3mm. In the dark-field image acquisition experiments, the processes were described in the flow chart in section II. The whole image of the optical element was successfully obtained in 6 minutes. The saved matrix was 24 × 42 and the whole number of scanning column was 11. It’s sure that the inspecting instrument of the large aperture optical element has the great inspecting efficiency.

![The displaying result of dark-field image](image)

The result of the dark-field image displaying in software is shown in Fig. 8. In the left bottom corner of the interface was the thumbnails of the entire dark-field image and the 3×3 sub images area was the small red rectangular in the thumbnails. The thumbnail gave a rough distribution of the surface damage of the optical element. The main displaying area was the ROI based on the 3×3 sub images area for fine inspection. The flaws in the dark-field image were the bright spots compared to the black background. On the right side of the dark-field image were the flaws imaged using the microscope.

In the experiment of flaws detection, the threshold \(I_T\) for the binarization was set to 30. The \(D_T\) was set to 2. Three dark-field images in Fig. 9 (a), 9(b) and 9(c) were the left part, right part and the full flaw. The image in Fig. 9(c) was the result of integration which was marked in green window. In this experiment, there was one wrong integration result caused by the border of the optical element. In fact, if an optical element had the border, it needed to remove the image of border during the integration process. All of the flaws can be properly integrated in this condition. It is sure that the robustness of flaws detection can meet the requirements of a practical system.

![Dark-field images](image)

**C Dark-Field Positioning Bright-Field Experiments**

According to the location method presented in section V, the cameras’ parameters needs to be calibrated at first. The pixel equivalents of the line scan camera were obtained by calibration board as follows:

\[
\delta_{lx} = 9.48 \mu\text{m/pixel}, \quad \delta_{ly} = 9.56 \mu\text{m/pixel}.
\]

The initial pose of the line scan camera with respect to the microscopic camera frame was measured. The result was as given in (22). The unit of the position vector in (22) is mm.

\[
\begin{bmatrix}
1 & 0 & 0 & 80.0 \\
0 & 1 & 0 & 12.12 \\
0 & 0 & 1 & 120.7 \\
0 & 0 & 0 & 1
\end{bmatrix} \quad (22)
\]

In experiments, 20 groups of \(u_{iy}\) and \(\Delta x_w\) were obtained to determine the parameters in (14) with LSM. The 20 sets of data were selected in the same large column of the dark-field images. The estimated parameters in (14) were 

\[
a_2 = 9.2524 \times 10^{-6}, \quad a_1 = -0.0268, \quad a_0 = -64.89.
\]

The relationships between image pixel in a large column of the dark-field images and the positional error in the horizontal direction were shown in Fig. 10. Experimental results showed that the non-linear relationship was well fitted by a quadratic curve. The relationships between the image pixel and the positional errors in the vertical direction were also experimented with 20 groups of data. The result was shown in Fig. 11. It can be seen that positioning accuracy in the Y direction was higher than the positioning accuracy of the X.
direction. As the Y direction was the direction of the line camera’s movement which was triggered by the grating ruler, Y direction positioning was more accurate.

In fact, the estimated parameters in (14) at each large column of the dark-field images were not the same because of motion error. The same parameters were applied in the experiments for simplification. In experiments, 12 points were chosen randomly in whole dark filed image to observe the bright-field images of the flaws to verify the accuracy after the positioning compensation in the same parameters. The positioning accuracy of 12 points is shown in Fig. 12 and the actual and computed positions in the motion coordinates are shown in Fig. 13.

The points marked with "*" were the computed positions of the flaws after positioning compensation with (14). The points marked with "o" were the actual positions of the flaws in the world coordinate system. The maximum positioning error along the X direction was 0.15mm. Therefore, the microscopic camera can be guided accurately to locate the flaws in the bright-field image with the amount of compensation in (14) for each scanning column. Since the view field of microscopic camera was 1×0.82mm, the position compensation value met the requirement that the flaws in BFIS were always in the central view field of the microscopic camera.

**D Flaws Size Measurement Experiment**

In this experiment, 16 typical flaws were selected to conduct size measurement in the dark-field image using the method described in section VI. The bright-field images of flaws were obtained by the above method. Three kind images of three flaws were shown in Fig. 14. Fig. 14(a), 14(d) and 14(g) were the bright-field images of the flaws, 14(b), 14(e) and 14(h) were the dark-field images of the flaws, 14(c), 14(f) and 14(i) were the dark-field images after replaced. It can be seen that the shapes of the flaws in the original dark-field image had a large difference from ones in the bright-field image because of the scattering effect.

Table I listed the measured sizes in DFIS, in BFIS and actual sizes measured by the general measuring microscope off-line. The measured sizes in DFIS were calculated using Yang’s method [14]. In [14], the relationship of the number of pixels in the dark-field image and the actual size of flaw is not a simple linear scaling relationship, but a complex multiple-item relationship. The standard contrast patterns were taken as the optical element which was used to calibrate the size. The patterns were circular shape. Their specifications were: diameter 50mm, thickness 8mm and the surface roughness 2.0nm. They were produced with the material as same as the optical element. Each pattern was divided into the 5×5mm blocks. The scratches and pits in different regions were made
with photolithography and etching techniques. The depth of each flaw was 250nm and the length was ranged from 10μm to 120μm. According to the experimental data, the scaling ratio between the standard sizes and the image pixels was obtained by polynomial curve fitting. The conversion function of Yang’s method was \( y = -0.143x^3 - 2.296x^2 + 17.856x + 13.302 \). \( x \) was the pixel length in dark-field image, and \( y \) was the actual length of the flaw. The function \( y \) was suitable for a range from 20μm to 120μm.

\[
\text{Fig. 14 Flaws, (a), (d), (g) in the bright-field image, (b), (e), (h) in the dark-field image, (c), (f), (i) in the dark-field image after replacement}
\]

\[
\text{Fig. 15 Errors with the proposed method and Yang’s method}
\]

The measured size in BFIS was obtained by (15). The parameters in (15) were obtained by calibration board as follows: \( \delta_{cx} = \delta_{cy} = 0.85\mu m/\text{pixel} \). 16 flaws were chosen to measure their sizes in this experiment. From the Table I, we can find that some flaws had the same size measured in DFIS. But in fact they had a big difference in the sizes measured with BFIS. Due to scattering effect in dark-field, the flaws’ sizes measured with DFIS were bigger than ones measured with BFIS. The results show that the errors in the measured sizes with BFIS were less than ones with Yang’s method. A group of measuring results is shown in Fig. 15, in which the maximum error by Yang’s method was about 25μm. The maximum error in proposed method was about 3μm.

\[
\text{Fig. 15 Errors with the proposed method and Yang’s method}
\]

\[
\text{Table I Measured Sizes of Flaws}
\]

<table>
<thead>
<tr>
<th>Index</th>
<th>DFIS (μm)</th>
<th>BFIS (μm)</th>
<th>Actual (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76.4</td>
<td>61.1</td>
<td>60.5</td>
</tr>
<tr>
<td>2</td>
<td>76.4</td>
<td>66.8</td>
<td>68.1</td>
</tr>
<tr>
<td>3</td>
<td>57.3</td>
<td>38.2</td>
<td>40.3</td>
</tr>
<tr>
<td>4</td>
<td>72.7</td>
<td>64.0</td>
<td>65.6</td>
</tr>
<tr>
<td>5</td>
<td>34.4</td>
<td>13.5</td>
<td>16.1</td>
</tr>
<tr>
<td>6</td>
<td>67.5</td>
<td>54.0</td>
<td>52.2</td>
</tr>
<tr>
<td>7</td>
<td>47.7</td>
<td>21.3</td>
<td>23.5</td>
</tr>
<tr>
<td>8</td>
<td>51.4</td>
<td>28.6</td>
<td>31.0</td>
</tr>
<tr>
<td>9</td>
<td>39.3</td>
<td>19.1</td>
<td>18.7</td>
</tr>
<tr>
<td>10</td>
<td>65.9</td>
<td>47.7</td>
<td>49.5</td>
</tr>
<tr>
<td>11</td>
<td>57.3</td>
<td>38.2</td>
<td>39.0</td>
</tr>
<tr>
<td>12</td>
<td>59.5</td>
<td>39.3</td>
<td>37.7</td>
</tr>
<tr>
<td>13</td>
<td>76.4</td>
<td>66.8</td>
<td>68.8</td>
</tr>
<tr>
<td>14</td>
<td>57.3</td>
<td>57.3</td>
<td>55.6</td>
</tr>
<tr>
<td>15</td>
<td>105.2</td>
<td>95.5</td>
<td>96.1</td>
</tr>
<tr>
<td>16</td>
<td>54.0</td>
<td>47.7</td>
<td>48.7</td>
</tr>
</tbody>
</table>

\[
\text{Table II Recognition Result of Flaws}
\]

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of true positive</th>
<th>Number of false positive</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>76</td>
<td>74</td>
<td>39</td>
</tr>
<tr>
<td>Method in [29]</td>
<td>72</td>
<td>48</td>
<td>38</td>
</tr>
</tbody>
</table>

\[
\text{VII Conclusion}
\]

Our main contribution is that a novel surface flaw inspection instrument is designed based on two imaging systems which are BFIS and DFIS. The DFIS which is constructed by a line scan
camera is used in rapid detection and coarse inspection. The BFIS which is constructed by a microscopic camera is used in accurate detection and fine inspection. This instrument is designed for the optical elements with the sizes less than 810×460mm. It gets surface flaws information of an optical element in a fast and accurate way. An adaptive scanning path planning method for the line scan camera based on 4 points focusing method is proposed to keep the image clarity in the scan process with DFIS. A set of novel algorithms is proposed to display and analyze the dark-field images. The flaws positioning in the bright-field image guided with the dark-field image is achieved. The whole dark-field image with accurate flaw size is well obtained via replacing the images of the flaws in DFIS with ones in BFIS. The type classification of flaws is accurately identified in BFIS. Experimental results show that this instrument can meet the needs of efficiency and accuracy of inspection for large aperture optical elements.
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