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Abstract—This paper proposes a novel class of adaptive
extended state observers (AESOs) that significantly expand
the applications of extended state observers (ESOs) to non-
linear disturbed systems. An AESO is designed as a linear
time-varying form that, as a result, combines both the
advantages of theoretical completeness in a conventional
linear ESO (LESO) and good practical performance in a
conventional nonlinear ESO (NESO). To tune the time-
varying observer gains, AESO error dynamics is first
transformed into a canonical (phase-variable) form. Then,
time-varying PD-eigenvalues are assigned for the canoni-
cal system based on differential algebraic spectral theory.
Theorems for stability and estimate error bounds of the
AESO are given in the presence of unknown disturbances.
These theorems also offer some important guidelines for
assigning the PD-eigenvalues. To demonstrate the effec-
tiveness of this new observer, two representative appli-
cations, including a numerical single-input–single-output
example and a practical multiple-input–multiple-output
hypersonic vehicle application, are exemplified, and com-
parison simulations are conducted among AESO, LESO,
and NESO. Future work is pointed out in the end.

Index Terms—Active disturbance rejection control, ex-
tended state observer (ESO), PD-eigenvalue, stability analy-
sis, time varying.

I. INTRODUCTION

D ISTURBANCES and uncertainties widely exist in almost
all physical systems in the real world, in the form of

unknown system dynamics or external perturbations. For the
control of such systems, a disturbance observer and related
techniques have provided a powerful tool to dynamically esti-
mate and compensate the diverse disturbances and offer desired
control performances and, thus, have been widely discussed in
the literature [1]–[7]. Design of such observers can be pursued
by sliding mode [8] or fuzzy [9] techniques. As an alternative,
an extended state observer (ESO), which is the centerpiece of
the active disturbance rejection control method, was proposed
by Han [10]–[12], where all internal and external disturbances
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were lumped together and represented by an extended state.
Thus, both system states and the extended state could be simul-
taneously estimated. Because of its convenience and high effi-
ciency, the ESO has been widely applied in robotics, aerospace,
and electrical machines [13]–[16].

During its rapid development in the last few years, the ESO
was split into two typical forms: nonlinear ESO (NESO) and
linear ESO (LESO). The NESO was recommended in the
early research due to the good estimate efficiency of nonlinear
structures. Unfortunately, because of its sophisticated nonlinear
structures, rigorous stability derivation for NESO is difficult to
be carried out. In the limited literature works, Han utilized both
Lyapunov [17] and self-stable region [18] methods to analyze
its convergence and estimate errors, but the results were con-
servative. More generalized convergence results were recently
obtained for single-input–single-output (SISO) and multiple-
input–multiple-output (MIMO) systems in [19] and [20], re-
spectively. However, many assumptions were made there, and
it could be difficult, in practice, to find appropriate nonlinear
functions to satisfy these assumptions. For convenience of
theoretical analysis, the LESO was developed as an alternative
solution, which also displayed simplicity of parameter tuning
[21], [22]. However, as reported in [10]–[12], linear structures
may not be ideal choices for complicated systems for the loss of
design flexibility. In addition, for good performance, the LESO
needs larger observer gains, which may go beyond bandwidths
of practical systems and, therefore, are physically infeasible.
Moreover, a peaking phenomenon may appear in the case of
large gains, as in other high-gain observers (see [23, Ch. 14.5]).

Based on the aforementioned analysis, it is intriguing to ask
whether a novel observer can be designed, which inherits the
advantages and, at the same time, conquers the drawbacks of
both NESO and LESO. In this seminal idea, a class of adaptive
extended state observers (AESOs) is originally proposed in this
paper. AESO is expected to provide more design flexibility
and achieve good performance as that in NESO. At the same
time, it should have a good form for theoretical analysis, which
is a major advantage of LESO. For these purposes, AESO is
designed in a linear form with adaptive observer gains. Here,
the “adaptive” property can be achieved by two approaches:
One is to design an adaptive law for the observer gains, as is
done in conventional adaptive control; the other is to explicitly
assign a time-varying profile for the observer gains. In this
paper, the time-varying approach is taken.

With time-varying observer gains, the estimate error system
of AESO is cast into a linear time-varying (LTV) system. Thus,
in this paper, convergence and estimate errors of AESO are
properly analyzed by LTV theories, primarily based on Floquet
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factorization and differential algebraic spectral theory (DAST)
[24]–[28]. By assigning a pertinent time-varying PD-spectrum
(a PD-spectrum constitutes a fundamental set of solutions to
an LTV system, of which the detailed definition is given in
Section III), we cannot only guarantee the convergence of
AESO in theory but also flexibly improve its performance
according to practical physical constraints and operational con-
ditions. The later aspect is of significant importance in practical
applications, particularly when varying system bandwidth (due
to varying environment, for example) or constrained energy
consumption is taken into consideration.

To sum up, the major contribution of this paper is to propose
a novel adaptive ESO that has a better (linear) form than NESO
for theoretical analysis and provides better design flexibility
and estimate performance than LESO. Stability and estimate er-
ror bound are analyzed using DAST. Two representative appli-
cations are exemplified to address two possible ways to design
the AESO PD-spectrum. This paper is organized as follows.
Section II gives a brief statement of conventional NESO and
LESO design methods. Section III covers the main research.
AESO is constructed, and with a Lyapunov transformation, the
AESO error system is transformed into a canonical (phase-
variable) form. A time-varying PD-spectrum is assigned for this
canonical system to calculate the observer gains. Stability and
estimate error bound are analyzed, and results are given in the
form of theorems. Advantages of AESO are demonstrated by
two examples in Section IV. Conclusion and future work are
addressed in Section V.

II. PROBLEM STATEMENT

In this paper, we consider a general n-dimensional nonlinear
disturbed system, i.e.,

y(n)(t) = f
(
y(n−1)(t), . . . , y(t), w(t)

)
+ b0u(t) (1)

where u(t) is the single input, y(t) is the single output, b0
is a given constant, w(t) denotes external disturbance, and
f(y(n−1)(t), . . . , y(t), w(t)), or simply denoted as f , repre-
sents the nonlinear dynamics of the system, which may contain
unknown model information. System (1) is used as mathe-
matical models for a large variety of physical systems. At an
extreme, f could be totally unknown. At this point, only the
order and the parameter b0 are given. To tackle this problem,
ESO shows unique advantages to dynamically estimate and
compensate f with high efficiency. Assume that f is differ-
entiable and denote ḟ = h(y(n−1)(t), . . . , y(t), w(t)) with h
unknown but bounded. Then, (1) can be rewritten into an
extended system, i.e.,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = x2

...

ẋn−1 = xn

ẋn = xn+1 + b0u

ẋn+1 = h(x,w)

y = x1

(2)

with x = [x1, . . . , xn+1]
T . We call (2) as the extended system

of (1) because the total disturbance f is now taken as an
extended state xn+1 in (2), which is similar to the “augmented
sate” idea in [7]. For (2), an ESO can be constructed, i.e.,⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

˙̂x1 = x̂2 − l1g1(x̂1 − x1)
...
˙̂xn−1 = x̂n − ln−1gn−1(x̂1 − x1)
˙̂xn = x̂n+1 + b0u− lngn(x̂1 − x1)
˙̂xn+1 = −ln+1gn+1(x̂1 − x1).

(3)

Here, x̂i is the estimate value of xi, gi is an appropriately
selected function, and li > 0 is a constant observer gain to
be tuned, i = 1, 2, . . . , n+ 1. By carefully choosing gi and li,
one can obtain the estimates of both the original system states
and the total disturbance f [10], which could be applied to re-
structure the system states or construct a dynamical disturbance
compensation control law.

The procedure mentioned above addresses the main idea of
ESO. In practical applications, with different choices of gi,
(3) is split into two major classes: NESO and LESO. NESO
utilizes specific nonlinear function gi to improve the estimate
performance. As originally recommended by Han, gi is chosen
as the following widely used unified nonlinear function with
different shaping parameters [10]–[12]:

gi(e1) =

{
e1

σ
αi−1

i

, |e1| ≤ σi

|e1|αisign(e1), |e1| > σi.
(4)

Here, e1 = x̂1 − x1 is the estimate error of the output x1, and
αi ≤ 1 and σi > 0 are two shaping parameters of the function.
More details on NESO can be found in [10]–[12].

NESO performs well in applications, but its rigorous theoret-
ical derivation, such as its stability and estimate error analyses,
is difficult to be carried out due to the sophisticated nonlinear
structure. For this reason, LESO was developed, where gi(e)
was trivially chosen as gi(e) = e. In this case, only the constant
observer gain li needs to be tuned. Gao conducted a complete
stability analysis for LESO in [22] and proposed a parameter
tuning method in [21] that related the gain li to closed-loop
bandwidth of the observer; thus, only the bandwidth is needed
to be tuned. The readers may refer to [21] and [22] for more
details about LESO. However, the choice of linear form for
gi may sacrifice some flexibilities for improving the ESO
performance. In addition, large observer gains may go beyond
the observer bandwidth and make the required control energy
infeasible. For high-gain observers, a peaking phenomenon
may occur in the case of a mismatch between the initial true
and estimated states (see [23, Ch. 14.5]). To simultaneously
inherit the good performance of NESO and the theoretical
completeness of LESO, AESO is originally developed in the
following section.

III. DESIGN AND STABILITY ANALYSIS OF AESO

Go back to the general ESO expression (3). The centerpieces
of both NESO and LESO come from constructing specific
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function forms of gi, while the observer gain li is set as
constant. The novelty of AESO lies in that gi is still chosen as
gi(e) = e, kept in a simple linear form as that in LESO, while
the observer gain is set as time varying, that is, li = li(t), to
obtain more design flexibilities. In this seminal idea, AESO is
designed in the form of⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

˙̂x1 = x̂2 − l1(t)(x̂1 − x1)
...
˙̂xn−1 = x̂n − ln−1(t)(x̂1 − x1)
˙̂xn = x̂n+1 + b0u− ln(t)(x̂1 − x1)
˙̂xn+1 = −ln+1(t)(x̂1 − x1).

(5)

Here, we first transform the estimate error dynamics of
AESO (5) into a canonical form that is convenient for theoret-
ical analysis. Then, we give a brief introduction of DAST and,
based on that, develop an adaptive method to tune the time-
varying observer gain li(t). Finally, we conduct a comprehen-
sive analysis of the stability and estimate error bounds of the
proposed AESO (5).

A. Transformation of AESO Error Dynamics

In view of (2) and (5), AESO estimate error dynamics can be
obtained as ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ė1 = e2 − l1(t)e1
...

ėn−1 = en − ln−1(t)e1

ėn = en+1 − ln(t)e1

ėn+1 = −ln+1(t)e1 − h(x,w)

(6)

or written in a vector differential equation form as

ė = A(t)e+ b (−h(x,w)) (7)

where

A(t) =

⎡
⎢⎢⎢⎢⎢⎣

−l1(t) 1 0 · · · 0
−l2(t) 0 1 · · · 0

...
...

. . .
. . .

...
−ln(t) 0 · · · 0 1

−ln+1(t) 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦

and e = [e1, . . . , en+1]
T , ei = x̂i − xi denoting the estimate

error of the ith state, i = 1, 2, . . . , n+ 1. Obviously, (7) is an
LTV system with an unknown but bounded input −h(x,w). In
fact, (7) is a canonical form of LTV systems that are uniformly
controllable [29]. Next, we need to design proper gain li(t) to
guarantee the stability of (6) and (7) and, additionally, to obtain
good estimate performance. The starting point is to transform
(7) into an equivalent canonical (phase-variable) form [30]
given below, and the AESO properties will be discussed in the
new canonical form. Thus

ż = Ac(t)z + bc (−h(x,w)) (8)

where

Ac(t) =

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

. . .
...

0 0 · · · 0 1
−a1(t) −a2(t) · · · −an(t) −an+1(t)

⎤
⎥⎥⎥⎥⎥⎦

bc =

⎡
⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤
⎥⎥⎥⎥⎥⎦ .

Here, the element ai(t) is assumed to be smooth (it owns con-
tinuous derivatives at any order, if needed in the later derivation)
and bounded. Clearly, the canonical form (8) is a realization of
the scalar linear differential system, i.e.,

ξ(n+1)+ an+1(t)ξ
(n)+ · · ·+a2(t)ξ̇+a1(t)ξ =bc(−h) (9)

where the elements ai(t) in Ac(t) are directly related to the
coefficients of (9). These representations (8) and (9) are central
to investigating LTV systems, which will be addressed later.
Here, we first discuss how to transform (7) into (8).

The controllability matrix of LTV system (7) is defined as

M = [p1 p2 · · · pn+1] (10)

where M and pi, i = 1, . . . , n+ 1, are, respectively, a square
matrix and a column vector of dimension n+ 1, and

pk+1 = −A(t)pk +
d

dt
pk, p1 = b, k = 1, . . . , n. (11)

The controllability matrix Mc of LTV system (8) is similarly
defined. With the definitions (10) and (11), it can be verified by
direct construction that

M =

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 (−1)n

0 0 · · · (−1)n−1 0
...

... . .
. ...

...
0 (−1)1 · · · 0 0

(−1)0 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎦
(12)

Mc =

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0 (−1)n

0 0 · · · (−1)n−1 qn,n
...

... . .
. ...

...
0 (−1)1 · · · qn−1,2 qn,2

(−1)0 q1,1 · · · qn−1,1 qn,1

⎤
⎥⎥⎥⎥⎥⎦
(13)

where qi,k is defined as in the equation

qi,k =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−qi−1,k−1 + q̇i−1,k, 1 < k < i ≤ n

(−1)i+1an−i+2

+
i−2∑
j=0

an−j+1qi−1,j+1 + q̇i−1,1, k = 1 < i ≤ n

(−1)i+1an+1, 1 ≤ k = i ≤ n.

It is seen that the controllability matrix M of the LTV system
(7) is constant, whereas the controllability matrix Mc of the
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LTV system (8) includes the time-varying element ai(t) and its
derivatives. In addition, from the form of matrices (12) and (13),
it is obvious that both (7) and (8) are uniformly controllable.
Define z = T (t)e, where the transformation matrix T (t) is
established as [30]

T (t) = Mc(t)M
−1(t). (14)

Based on the fact that ai(t) is smooth and bounded, it is easy to
verify that T (t) is a Lyapunov transformation [30]–[32] through
(12)–(14). That means: 1) T (t) and Ṫ (t) are continuous;
2) T (t) is nonsingular; and 3) ‖T (t)‖ and ‖T−1(t)‖ are
bounded. The Lyapunov transformation yields

A(t) = T−1(t)
(
Ac(t)T (t)− Ṫ (t)

)
(15)

b = T−1(t)bc. (16)

According to (12) and (13), T (t) is calculated as

T (t)=

⎡
⎢⎢⎢⎢⎢⎣

1 0 · · · 0 0
(−1)nqn,n 1 · · · 0 0

...
...

. . .
...

...
(−1)nqn,2 (−1)n−1qn−1,2 · · · 1 0
(−1)nqn,1 (−1)n−1qn−1,1 · · · −q1,1 1

⎤
⎥⎥⎥⎥⎥⎦ .

(17)

To obtain the observer gain li(t) in (7) through the element
ai(t) in (8), define

L(t) = [−l1(t), . . . ,−ln+1(t)]
T (18)

and divide T (t) into n+ 1 columns as

T (t) = [T1(t), . . . , Tn+1(t)] (19)

where the column vector Ti(t) ∈ �n+1, i = 1, 2, . . . , n+ 1.
Based on (15), the observer gain vector L(t) is calculated as

L(t) = T−1(t)
(
Ac(t)T1(t)− Ṫ1(t)

)
. (20)

Now, we have completed the transformation from (7) to
(8) and obtained the calculation formula (20) for the observer
gains. For a commonly used second-order AESO (for first-
order plants) or third-order AESO (for second-order plants),
the transformation matrix T (t) and the observer gains are
exemplified as follows.

Example 1: T (t) and the observer gains for a second-order
AESO (n = 1) are given as

T (t) =

[
1 0

−a2(t) 1

]
,

{
l1(t) = a2(t)

l2t) = ȧ2(t) + a1(t).
(21)

Example 2: T (t) and the observer gains for a third-order
AESO (n = 2) are given as

T (t) =

⎡
⎣ 1 0 0

−a3(t) 1 0
ȧ3(t) + a23(t)− a2(t) −a3(t) 1

⎤
⎦ ,

⎧⎪⎨
⎪⎩
l1(t) = a3(t)

l2(t) = a2(t)− 2ȧ3(t)

l3(t) = a1(t) + ä3(t)− ȧ2(t).

(22)

B. Design of ai(t) Based on DAST

Now that the error dynamics (7) is transformed into the
canonical form (8) and the observer gain li(t) is expressed by
ai(t) and their derivatives through (20), the successive problem
is how to design the time-varying parameters ai(t) to stabilize
AESO and, at the same time, improve its performance as much
as possible. In linear time-invariant (LTI) systems, this can be
solved as a trivial pole assignment problem. Similar ideas can
be extended to LTV systems, but more sophisticated issues
should be adequately explored.

In this paper, the time-varying AESO is designed based on
DAST. We start with taking the item bc(−h(x,w)) in (8) as a
disturbance and considering the homogeneous form for (8) as

ż = Ac(t)z. (23)

Similarly, the homogeneous form for (9) is

ξ(n+1) + an+1(t)ξ
(n) + · · ·+ a2(t)ξ̇ + a1(t)ξ = 0. (24)

As (23) and (24) have identical properties, we proceed by
analyzing (24) using DAST. Let δ = d/dt be the derivative
operator, then (24) can be represented as Da{ξ} = 0, where

Da = δn+1 + an+1(t)δ
n + · · ·+ a2(t)δ + a1(t) (25)

is the scalar polynomial differential operator (SPDO) for (24).
With a Floquet factorization [24], (25) can be written as

Da = (δ − λn+1(t)) · · · (δ − λ2(t)) (δ − λ1(t)) (26)

where the definition of λi(t) and other basic terminologies of
DAST are summarized as follows.

Definition 1 [26]:

a) Let Da be an SPDO of the scalar differential system (24).
Then, the scalar functions λi(t), i = 1, . . . , n+ 1, given
in (26) are called series D-eigenvalues (SD-eigenvalues)
of Da. Particularly, ρ(t) = λ1(t) is called a parallel
D-eigenvalue (PD-eigenvalue) of Da. Here, ρ(t) is spe-
cial because ξ(t) = exp(

∫
ρ(t)dt) constitutes a solution

of Da{ξ} = 0.
b) A multiset Γa = {λi(t)}n+1

i=1 with λi(t) given in (26) is
called a series D-spectrum (SD-spectrum) of Da. A mul-
tiset Υa = {ρi(t)}n+1

i=1 is called a parallel D-spectrum
(PD-spectrum) of Da if ρi(t) are PD-eigenvalues of
Da and {ξi(t) = exp(

∫
ρi(t)dt)}n+1

i=1 constitutes a fun-
damental set of solutions to (24).

c) Ac(t) is called the companion matrix associated with Da.
The diagonal matrix Υ(t) = diag[ρ1(t), . . . , ρn+1(t)] is
called a parallel spectral canonical form (PS canonical
form) for Da and Ac(t).

Based on the definitions above, it shows that when the
conventional spectrum concept for LTI systems is extended
to LTV systems, it splits into two entities: the SD-spectrum
and the PD-spectrum. Either one can characterize system (24)
completely. Because PD-eigenvalues are directly related to a set
of fundamental solutions to LTV systems, next, we will utilize
PD-eigenvalues to investigate (24). An important coordinate
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transformation, with transformation matrix V (t), is first made,
which reduces the companion matrix Ac(t) to its relevant PS
canonical form Υ(t), where

Υ(t) = V −1(t)
[
Ac(t)V (t)− V̇ (t)

]
. (27)

Based on [26], V (t) is calculated as

V (t) =

⎡
⎢⎢⎢⎢⎢⎣

1 1 · · · 1
Dρ1

{1} Dρ2
{1} · · · Dρn+1

{1}
D2

ρ1
{1} D2

ρ2
{1} · · · D2

ρn+1
{1}

...
...

. . .
...

Dn
ρ1
{1} Dn

ρ2
{1} · · · Dn

ρn+1
{1}

⎤
⎥⎥⎥⎥⎥⎦ (28)

where Dρi
= (δ + ρi), and Dk

ρi
= Dρi

Dk−1
ρi

, i = 1, . . . , n+ 1,
k = 2, . . . , n. It is noted that in an LTI system with distinct
eigenvalues, V (t) in (28) coincides with the well-known Van-
dermonde matrix. Based on (27), the column vectors vi(t) of
V (t) satisfy

[Ac(t)− ρi(t)I] vi(t) = v̇i(t) (29)

and the row vectors uT
i (t) of U(t) = V −1(t) satisfy

uT
i (t) [Ac(t)− ρi(t)I] = −u̇T

i (t). (30)

Thus, vi(t) and uT
i (t) are defined as column PD-eigenvectors

and row PD-eigenvectors of Da associated with ρi(t).
To calculate ai(t) through ρi(t), we give the following two

lemmas [26] that describe the relationships of ρi(t) ↔ λi(t)
and λi(t) ↔ ai(t), respectively.

Lemma 1: Let {ρi(t)}pi=1 be a PD-spectrum for a pth-
order SPDO Da and Vk(t) be the determinant of a kth-order
transformation matrix given by (28). Then, the SD-spectrum
{λi(t)}pi=1 for Da is given by

λk(t) = ρk(t) + V̇k(t)/Vk(t)− V̇k−1(t)/Vk−1(t) (31)

where k = 1, . . . , p and V0(t) = 1. �
Lemma 2: Let {λi(t)}pi=1 be a SD-spectrum for a pth-order

SPDO Da. Define the p coefficients for Da as ap,j(t), with
ak,0(t) = 0 and ak,k+1(t) = 1. Then, ap,j(t) can be recursively
calculated as

ap,j(t) = ȧp−1,j(t)− λpap−1,j(t) + ap−1,j−1(t) (32)

where j = 1, . . . , p and k = 1, . . . , p− 1. �
By these two lemmas, we can obtain ai(t) by assigning

appropriate PD-eigenvalues ρi(t). This idea is similar to that
in LTI systems. However, in LTV systems, the condition that
all eigenvalues lie in the left-half plane (LHP) can no longer
be a stability criterion. Next, we proceed by investigating the
stability and estimate error bounds of AESO, which yields some
guidelines to assign the PD-eigenvalues ρi(t).

C. Stability and Estimate Error Bound Analysis

Here, we first give a well-known lemma that describes the
stability of the homogeneous system (23). Based on this, we

analyze the stability and estimate error bounds of the original
estimate error system (7).

We first give the following concept of extended mean.
Definition 2 [24]: Let η(t) : I → � be a locally integrable

function on I = [t0,∞). The extended mean of η(t) over I is
defined as

em (η(t)) = lim sup
T→∞

1

T

t0+T∫
t0

η(t)dt.

With Definition 2, the stability of (23) is stated as follows.
Lemma 3 [26]: For (23), let Υa = {ρi(t)}n+1

i=1 be a
PD-spectrum for its associated SPDO Da, where ρi(t) is locally
integrable on I = [t0,∞). Let vi(t) and uT

i (t) be a column
PD-eigenvector and a row PD-eigenvector associated with
ρi(t), respectively. Then, (23) is uniformly exponentially stable
on [t0,∞) if and only if the following conditions hold.

i) There exists a 0 < mi ≤ ∞ such that

em
t∈I

(Reρi(t)) = −mi < 0.

ii) There exist ki > 0 and 0 < γi < mi such that∥∥vi(t)uT
i (ι)

∥∥ < kie
γi(t−ι)

for all t ≥ ι ≥ t0.

Furthermore, if (23) is uniformly exponentially stable, its
transition matrix Φz(t, t0) satisfies

‖Φz(t, t0)‖ ≤ kze
−γz(t−t0)

with constants kz > 0 and γz = min{ϑi}, whereϑi is defined as

sup (Reρi(t)) = −ϑi.

�
In Lemma 3, the extended mean em

t∈I
(Reρi(t)) is calculated

according to Definition 2. It is noted that, compared with the
LHP stability criterion in LTI systems, condition (i) requires
that all extended means of the PD-eigenvalues should stay in
the LHP. That means when some eigenvalues go to the right-
half plane for a short time, the system may still stay stable
ultimately.

Lemma 3 describes the stability of (23). Next, we give
the main results of the stability and estimate error bounds of
(7), which, compared with (23), includes both the Lyapunov
transformation (15) and the disturbance item b(−h(x,w)). The
following two lemmas are needed.

Lemma 4 [27]: For an LTV system

χ̇ = Aχ(t)χ (33)

where Aχ(t) is continuous and bounded, suppose there exists
an exponentially stable equilibrium χ = 0. Let Q(t) be a con-
tinuous, bounded, positive-definite, and symmetric matrix such
that 0 < c3I ≤ Q(t) ≤ c4I , where I is the identity matrix. Let

P (t) =

∞∫
t

ΦT
χ (τ, t)Q(τ)Φχ(τ, t)dτ (34)
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where Φχ(τ, t) is the state transition matrix of (33). Then, P (t)
is a continuously differentiable, bounded, positive-definite, and
symmetric matrix that satisfies

−Ṗ (t) = P (t)Aχ(t) +AT
χ (t)P (t) +Q(t). (35)

Hence, V (t, χ) = χT (t)P (t)χ(t)is a Lyapunov function for
(33) that satisfies

c1‖χ‖2 ≤ V (t, χ) ≤ c2‖χ‖2,

V̇ (t, χ) ≤ −c3‖χ‖2,
∥∥∥∥∂V (t, χ)

∂χ

∥∥∥∥ ≤ c5‖χ‖ (36)

where c1 ∼ c5 are positive constants, and c1 = c3/(2Lχ), c2 =
k2χc4/(2γχ), c5 = 2c2. Here, positive constants Lχ, kχ, and γχ
satisfy ‖Aχ(t)‖ ≤ Lχ and ‖Φχ(t, τ)‖ ≤ kχe

−γχ(t−τ). �
Lemma 5 [23, Lemma 9.2]: Let χ = 0 be an exponentially

stable equilibrium point of a nominal system χ̇ = f(t, χ).
Let V (t, χ) be a Lyapunov function of this nominal system
that satisfies similar conditions to (36) in [0,∞)×D, where
D = {χ ∈ �n|‖χ‖ < r}. Suppose a perturbed system χ̇ =
f(t, χ) + g(t, χ) with the perturbation term satisfying

‖g(t, χ)‖ ≤ δf <
c3
c5

√
c1
c2

θr (37)

for all t ≥ 0, χ ∈ D, and some positive constant θ < 1. Then,
for all ‖χ(t0)‖ <

√
c1/c2r, the solution χ(t) of (37) satisfies{

‖χ(t)‖ ≤ ke−γ(t−t0) ‖χ(t0)‖ , ∀t0 ≤ t < t0 + t1

‖χ(t)‖ ≤ be, ∀t ≥ t0 + t1

for some finite t1, where

k =

√
c2
c1

, γ =
(1− θ)c3

2c2
, be =

c5
c3

√
c2
c1

δf
θ
.

�
Based on Lemmas 3–5, we are ready to analyze the stability

of (7). The main results are given in the following theorem.
Theorem 1: For the LTV system (7), define a Lyapunov trans-

formation z = T (t)e that transforms (7) into (8). Assume that:

i) the PD-spectrum Υa = {ρi(t)}n+1
i=1 for the homogeneous

system (23) associated with (8) is smooth and bounded,
which satisfies the two conditions in Lemma 3.

ii) the disturbance item b(−h(x,w)) in (7) satisfies

‖b (−h(x,w))‖ ≤ Δ <
c3
c5

√
c1
c2

θr

for all t ≥ 0, e ∈ D, D = {e ∈ �n+1|‖e‖ < r} and
some positive constants c1, c2, c3, c5, θ with θ < 1.

Then, for all ‖e(t0)‖ <
√
c1/c2r, the solution of (7) satisfies{

‖e(t)‖ ≤ ke−γ(t−t0) ‖e(t0)‖ , ∀t0 ≤ t < t0 + t1

‖e(t)‖ ≤ be, ∀t ≥ t0 + t1

for some finite t1. The constants used above are calculated as

k =

√
c2
c1

, γ =
(1− θ)c3

2c2
, be =

c5
c3

√
c2
c1

Δ

θ
.

�

Proof: In view of assumption (i), if the PD-spectrum
Υa = {ρi(t)}n+1

i=1 is chosen to satisfy the two conditions in
Lemma 3, the homogeneous system (23) is uniformly expo-
nentially stable, and z = 0 is an equilibrium. In addition, there
exist positive constants kzand γz such that the transition matrix
Φz(t, τ) for (23) satisfies ‖Φz(t, τ)‖ ≤ kze

−γz(t−τ) with γz =
min{ϑi}, where ϑi is defined as sup(Reρi(t)) = −ϑi. As Υa

is continuous and bounded, the companion matrix Ac(t) is
continuous and bounded. From Lemma 4, there exists a positive
constant Lz such that ‖Ac(t)‖ ≤ Lz .

Consider the Lyapunov transformation z = T (t)e, which
transforms (23) into the homogeneous version of (7), that is,

ė = A(t)e. (38)

The transition matrix Φe(t, τ) for (38) satisfies

Φe(t, τ) = T−1(t)Φz(t, τ)T (t).

As T (t) and T−1(t) are bounded, there exist positive constants
ke and γe = γz such that ‖Φe(t, τ)‖ ≤ kee

−γe(t−τ). There-
fore, the uniformly exponentially stable property of (23) can
guarantee the same property of (38). This coincides with the
well-known conclusion that Lyapunov transformation preserves
stability [31], [32]. As (38) is uniformly exponentially stable,
there exists a positive constant Le such that ‖A(t)‖ ≤ Le.

Let Q(t) be a continuous, bounded, positive-definite, and
symmetric matrix. Then, there exist positive c3 and c4 such that

0 < c3I ≤ Q(t) ≤ c4I

then a Lyapunov function V (t, e) = eT (t)P (t)e(t) for (38)
can be constructed, where P (t) is defined as that in (34) and
satisfies

−Ṗ (t) = P (t)A(t) +AT (t)P (t) +Q(t). (39)

Following Lemma 4, V (t, e) has the following properties:

c1‖e‖2 ≤ V (t, e) ≤ c2‖e‖2,
∥∥∥∥∂V (t, e)

∂e

∥∥∥∥ ≤ c5‖e‖ (40)

where c1 = c3/(2Le), c2 = k2ec4/(2γe), and c5 = 2c2.
We use V (t, e) as a Lyapunov function candidate for the

disturbed system (7). In view of (39) and (40), the derivative
of V (t, e) is

dV (t, e)

dt
= ėTP (t)e+ eT Ṗ (t)e+ eTP (t)ė

= −eTQ(t)e+ 2eTP (t) (b (−h(x,w)))

= −eTQ(t)e+
∂V (t, e)

∂e
(b (−h(x,w)))

≤ −c3‖e‖2 + 2c2‖e‖Δ.

By selecting an appropriate positive constant 0 < θ < 1, we
have

dV (t, e)

dt
≤ −(1− θ)c3‖e‖2 − θc3‖e‖2 + 2c2‖e‖Δ

≤ −(1− θ)c3‖e‖2, ∀ ‖e(t)‖ ≥ 2c2Δ

θc3
.
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Then, V (t, e) is indeed a Lyapunov function for (7). Based on
Lemma 5, we conclude that if the disturbance satisfies

‖b (−h(x,w))‖ ≤ Δ <
c3
c5

√
c1
c2

θr

for all t ≥ 0, e ∈ D, D = {e ∈ �n+1|‖e‖ < r}, then for all
‖e(t0)‖ <

√
c1/c2r, the solution e(t) of (7) satisfies{

‖e(t)‖ ≤ ke−γ(t−t0) ‖e(t0)‖ , ∀t0 ≤ t < t0 + t1

‖e(t)‖ ≤ be, ∀t ≥ t0 + t1

for some finite t1. The constants used above are calculated as

k =

√
c2
c1

, γ =
(1− θ)c3

2c2
, be =

c5
c3

√
c2
c1

Δ

θ
.

�
Remark 1: The constants c1, c2, and c5 in Theorem 1 can

be calculated by the PD-spectrum-related constants Le, ke, and
γe as c1 = (c3/2Le), c2 = (k2ec4/2γe), and c5 = 2c2, where
γe = γz = min{ϑi}, ‖A(t)‖ ≤ Le. Therefore, we have

‖b (−h(x,w))‖ ≤ Δ <
c3
c4

√
c3
c4

θr
γe
k3e

√
γe
Le

,

be =
c4
c3

√
c4
c3

Δ

θ

k3e
γe

√
Le

γe
.

Here, c3, c4, and θ are instrumental variables associated with
the Lyapunov stability analysis, whereas Le, ke, and γe are
constants that relate to the PD-spectrum. The disturbance bound
Δ ∝ (γe/k

3
e)
√
(γe/Le), but the ultimate estimate error be ∝

1/((γe/k
3
e)
√

(γe/Le)). This offers some guidelines to assign
the PD-eigenvalues ρi(t). Proper ρi(t) cannot only guarantee
the stability of AESO (5) but also improve its performance as
much as possible, which is the primary advantage of AESO.

Remark 2: In assumption (ii) of Theorem 1, the constant r
that determines the definition domain of (7) could be finite or in-
finite. Accordingly, this assumption requires that the inequality
‖b(−h(x,w))‖ ≤ Δ < (c3/c5)

√
(c1/c2)θr locally or globally

holds. If r → ∞, Theorem 1 states that for all uniformly
bounded disturbances, the solution of the perturbed system (7)
will be uniformly bounded. The reason for introducing r here
is because in most practical applications, the definition domain
of e in (7) cannot be infinite due to diverse physical constraints.

IV. EXEMPLIFIED APPLICATIONS

ESO has been applied to various fields such as electrical
machines, robotics, and aerospace. Clearly, the AESO proposed
in this paper can also be similarly applied in these fields, while
maintaining better performance than LESO and better form
for theoretical analysis than NESO. This section gives two
applications to exemplify the design procedure and good prop-
erties of AESO. Two different approaches to time-varying PD-
eigenvalue design will be separately addressed: In Example 3,
it is explicitly designed as a time-based profile; in Example 4,
it is determined by dynamic pressure, which is one important
environment factor of the system to be controlled.

Fig. 1. Estimation error of x1 and x2.

Example 3: This example compares the performances of
AESO, LESO, and NESO under a mismatch of the initial
estimated value; thus, the effectiveness of AESO in suppressing
the peaking phenomenon can be exhibited.

Consider a second-order system based on the example given
in [23, Sec. 14.5], i.e.,{

ẋ1 = x2

ẋ2 = x3
2 + u+Δ

(41)

where u is the single input, and Δ represents model uncertainty
with Δ̇ bounded. Our objective is to estimate both the states
and uncertainty to design a compensation control law. Extend
the uncertainty as a third state x3 = Δ. Based on (3), a third-
order LESO can be constructed as⎧⎪⎨

⎪⎩
˙̂x1 = x̂2 − β1e1
˙̂x2 = x̂3

2 + x̂3 + u− β2e1
˙̂x3 = −β3e1

(42)

where e1 = x̂1 − x1, β1 ∼ β3 > 0. Then, a compensation con-
trol law, i.e.,

u = −x̂1 − x̂2 − x̂3
2 − x̂3 (43)

can be synthesized for closed-loop stability. Assign the con-
stant LESO eigenvalues as ρ̄1 = −ω0 and ρ̄2,3 = (−0.5±
j0.866)ω0, where ω0 > 0 represents the observer bandwidth.
Then, the observer gains are determined as β1 = 2ω0, β2 =
2ω2

0 , and β3 = ω3
0 . To improve control performance as much

as possible, high observer gains are often used. Here, choose
ω0 = 15 for demonstration. Notice, however, that whenever
x1(0) �= x̂1(0), which commonly exists in practice, a peak-
ing phenomenon appears where an impulse response occurs
in the estimate errors. Subsequently, there also exists an
impulse response in the control variable. In the simulation,
set x1(0) = 0.1, x̂1(0) = x2(0) = x̂2(0) = x3(0) = x̂3(0) =
0, so x1(0) �= x̂1(0). The peaking phenomenon can be seen in
Figs. 1 and 2 (solid line), particularly in the estimate errors of x2

and x3 and the control u. In practice, the peaking of u may make
the control go beyond physical constraints (amplitude or rate,
for example) of the actuators and produce an actuator saturation
problem. One may reduce the bandwidth ω0 to attenuate the
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Fig. 2. Uncertainty estimation error and the control input.

peaking problem. However, as shown in Figs. 1 and 2 (dash-
dash line) with ω0 = 5, the estimation and closed-loop tracking
become much slower, and the high-gain observer loses its
inherent advantages in terms of “high gain.”

Similarly, a third-order NESO can be constructed as⎧⎪⎨
⎪⎩

˙̂x1 = x̂2 − β1g1(e1)
˙̂x2 = x̂3

2 + x̂3 + u− β2g2(e1)
˙̂x3 = −β3g3(e1)

(44)

where e1 = x̂1 − x1, β1 ∼ β3 > 0. g1 ∼ g3 are selected as the
form of (4) with different shaping parameters. Choose the
NESO parameters as: β1 = 20, α1 = 1, σ1 = 0.01; β2 = 60,
α2 = 0.5, σ2 = 0.01; β3 = 150, α3 = 0.25, σ3 = 0.01. The
design of these parameters is based on the parameter tuning
principle for ESO given in [12, Ch. 4.8] and empirical trial-and-
error tests. This tedious procedure also exhibits a drawback of
NESO. Set the initial true and estimated state values the same
as those in the LESO above. Since e1(0) �= 0, the values of
the nonlinear functions gi(e1) are very large at the beginning.
Therefore, peaking also inevitably occurs in NESO, as shown
in Figs. 1 and 2 (dot line).

To suppress the peaking appearing in both LESO and NESO,
a third-order AESO is designed as⎧⎪⎨

⎪⎩
˙̂x1 = x̂2 − l1(t)e1
˙̂x2 = x̂3

2 + x̂3 + u− l2(t)e1
˙̂x3 = −l3(t)e1.

(45)

To obtain the gains l1(t) ∼ l3(t), set the eigenvalues as

ρi(t) = ρ̄iω(t), i = 1, 2, 3 (46)

where ρ̄i represents “nominal” eigenvalues, and ω(t) is a
time-varying multiplier. Choose the nominal eigenvalues as
those in LESO, i.e., ρ̄1 = −ω0 and ρ̄2,3 = (−0.5± j0.866)ω0.
Then, the time-varying bandwidth of AESO can be obtained as
ωn(t) = ω0ω(t). Based on (31) and (32), we have⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a1(t) = −ρ̄1ρ̄2ρ̄3ω

3(t)

a2(t) = (ρ̄1ρ̄2 + ρ̄1ρ̄3 + ρ̄2ρ̄3)ω
2(t)

+(ρ̄1 + ρ̄2 + ρ̄3)ω̇(t)− ω̈(t)/ω(t) + 3ω̇2(t)/ω2(t)

a3(t) = −(ρ̄1 + ρ̄2 + ρ̄3)ω(t)− 3ω̇(t)/ω(t).
(47)

Fig. 3. Bandwidths in the two LESOs and the AESO.

Note that, as a special case, if ω(t) ≡ 1, (45) becomes a
LESO, and (47) describes the relationship between the roots
and coefficients for the relevant characteristic equation. Once
ai(t) is obtained, li(t) can be calculated using (22).

The final problem is to design the multiplier ω(t). Here, we
design a time-varying bandwidth profile by explicitly defining
a time-based function, i.e.,

ωnc(t) =

{
1/3, t ≤ Tω

1, t > Tω.
(48)

ω(t) and its derivatives in (47) is then generated by a But-
terworth filter with ωnc(t) as the filter input. Equation (48)
implies that ωn(t) is set as ω0/3 at the beginning (t ≤ Tω) and
increased to ω0 later (t > Tω). This logic is helpful in solving
the conflict between rapidity and peaking.

Set Tω = 0.2 s, ω0 = 15. The AESO-based estimation errors
and control input are depicted in Figs. 1 and 2 (dash-dot line).
The peaking phenomenon is suppressed in comparison with the
LESO (ω0 = 15) and the NESO, and at the same time, the
estimation and tracking are much faster than the LESO with
ω0 = 5. Observer bandwidths in the two LESOs and the AESO
are compared in Fig. 3.

Example 4: This example shows a more complicated ap-
plication where AESO is applied in the attitude control of a
winged-cone generic hypersonic vehicle (GHV) [33] for its
unpowered decent. The overall control scheme was presented
in [34]. In this paper, improvement is made by replacing the
disturbance observer there with AESO. As our motivation is to
demonstrate the usefulness of AESO in a real MIMO system,
here, we just give an outline of the overall control problem,
while focus will be placed on AESO design.

The example is to simulate a BTT-180 maneuver during
the decent flight of GHV. BTT-180 is an important maneuver
particularly for fast entry and landing missions, in which the
commanded bank angle is 180◦; thus, the lift force turns down-
ward. This maneuver features rapid and wide changes of dy-
namic pressure, which, in turn, affects the vehicle aerodynamics
and behaviors significantly. Before this maneuver, GHV is in a
cruise flight condition. The transition from cruise to decent may
undergo large initial flight condition dispersion. Thus, in this
example, AESO is designed to overcome these two problems:
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the varying dynamic pressure and the initial flight condition
dispersion.

As presented in [34], the overall attitude control system
consists of a slow-state loop (for the angle of attack, bank angle,
and sideslip angle dynamics) and a fast-state loop (for the roll
rate, pitch rate, and yaw rate dynamics). The controller for each
loop is synthesized by combining a basic dynamic inversion
control law and an observer-based disturbance compensation
law. We consider the fast-state loop here for demonstration,
where the motion equations are given as

ṗ =
[
L̄+ (Iy − Iz)qr

]
/Ix (49)

q̇ =
[
M̄ + (Iz − Ix)pr

]
/Iy (50)

ṙ =
[
N̄ + (Ix − Iy)pq

]
/Iz. (51)

Here, Ix, Iy , and Iz are the roll, pitch, and yaw moments of
inertia. p,q, and r are the roll, pitch, and yaw rates, which are
also the outputs of the fast-state loop. L̄, M̄ , and N̄ are the
roll, pitch, and yaw moments, which can be approximated by
the three control inputs δa, δe, and δr (denoting the deflection
angles of right elevon, left elevon, and rudder, respectively, with
the amplitude limit as π/6 rad) as

L̄ ≈ L̄0 + Laδa + Leδe + Lrδr (52)

M̄ ≈ M̄0 +Maδa +Meδe +Mrδr (53)

N̄ ≈ N̄0 +Naδa +Neδe +Nrδr. (54)

Therefore, (49)–(51) can be rewritten as⎡
⎣ṗq̇
ṙ

⎤
⎦=

⎡
⎣ L̄0 + (Iy − Iz)qr/Ix
M̄0 + (Iz − Ix)pr/Iy
N̄0 + (Ix − Iy)pq/Iz

⎤
⎦+

⎡
⎣La Le Lr

Ma Me Mr

Na Ne Nr

⎤
⎦
⎡
⎣δaδe
δr

⎤
⎦ .

(55)

By introducing a virtual control input, i.e.,

U =

⎡
⎣Up

Uq

Ur

⎤
⎦ =

⎡
⎣La Le Lr

Ma Me Mr

Na Ne Nr

⎤
⎦
⎡
⎣δaδe
δr

⎤
⎦ (56)

the MIMO system (55) can be decomposed into three first-
order SISO systems. The coupling effects, along with other
uncertainties or disturbances, can be dynamically estimated
and compensated by ESO [12]. Here, we investigate the lon-
gitudinal pitch rate dynamics for demonstration. Consider that
aerodynamic coefficient uncertainty exists in the pitch moment
M̄ , producing an uncertainty item Δq . Then, the pitch rate
dynamics with uncertainty is written as

q̇ = fq + Uq +Δq (57)

where fq = M̄0 + (Iz − Ix)pr/Iy . Similarly to Example 3, a
LESO can be constructed to observe the uncertainty, i.e.,{

˙̂x1 = x̂2 + fq + Uq − β1e1
˙̂x2 = −β2e1

(58)

where x̂1 and x̂2 are, respectively, the estimate of q and Δq

with e1 = x̂1 − q. Design the observer gains as β1 = 2ω0 and

β2 = ω2
0 , where the constant bandwidth ω0 > 0 guarantees the

LESO stability.
However, during tuning ω0, the following two problems

occur in view of the varying dynamic pressure and initial flight
condition dispersion.

i) At the beginning of the BTT-180 maneuver, ω0 should
be chosen to be relatively small to suppress the peaking
phenomenon due to initial condition dispersion.

ii) As the vehicle descends, the dynamic pressure signif-
icantly increases due to increasing air density. Conse-
quently, the uncertainty Δq becomes larger, and both Δq

and q change faster. To estimate such variables, ω0 should
be chosen to be relatively large.

To tackle these two problems simultaneously, AESO is a
better choice than LESO since it provides a mechanism to
flexibly change its bandwidth according to vehicle behaviors
and external environment. Design the AESO as{

˙̂x1 = x̂2 + fq + Uq − l1(t)e1
˙̂x2 = −l2(t)e1.

(59)

For such a second-order system, assign its PD-eigenvalues
as [26]

ρ1,2(t)=

⎧⎪⎪⎨
⎪⎪⎩
−ζωn(t)± jωn(t)

√
1− ζ2, 0 < |ζ|< 1

−ωn(t),−ωn(t)+ωn(t)
/∫

ωn(t)dt, |ζ| = 1

−
(
ζ ±

√
ζ2 − 1

)
ωn(t), |ζ| > 1

(60)

where ζ is a constant damping ratio, and ωn(t) is the closed-
loop time-varying observer bandwidth. Through (31) and (32),
we have

a1(t) = ω2
n(t), a2(t) = 2ζωn(t)− ω̇n(t)/ωn(t). (61)

Again, based on (21), the time-varying gains l1(t) and l2(t) are
expressed by ωn(t) as{

l1(t) = 2ζωn(t)− ω̇n(t)/ωn(t)

l2(t) = ω2
n(t) + ω̈n(t)/ωn(t)− 2ζω̇n(t)− ω̇2

n(t)/ω
2
n(t).

(62)

Note that, as a special case, if ωn(t) is set constant, l1(t) and
l2(t) coincide with the LESO gains β1 and β2.

The bandwidth ωn(t) and its derivatives ω̇n(t) and ω̈n(t) are
generated from a third-order Butterworth filter, i.e.,

...
ωn(t) + 2ωBω̈n(t) + 2ω2

Bω̇n(t) + ω3
Bωn(t) = ω3

Bωnc(t)
(63)

with its poles assigned at −ωB and (−0.5± j0.866)ωB . This
filter determines how ωn(t) follows the bandwidth command
ωnc(t). As already pointed out, in BTT-180 maneuver, the
vehicle dynamics are significantly affected by the fast time-
varying dynamic pressure. A thorough investigation of the
relationship between the dynamic pressure and the vehicle
states was conducted in [35], where the migration of the
poles and zeros for linearized vehicle models was analyzed
under different dynamic pressure. Based on this analysis, here,
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Fig. 4. Comparison of pitch rate estimation error.

Fig. 5. Comparison of disturbance estimation error.

we design ωnc(t) as a function of dynamic pressure in the
form of

ωnc(t) = sat

(
ωn0

√
Q̄/Q̄0

)
. (64)

Here, Q̄ is the real-time dynamic pressure, Q̄0 is the initial
dynamic pressure, and ωn0 is the initial AESO bandwidth.
The saturation function sat(·) defines the maximum and the
minimum of ωnc(t). ωn0 is chosen to be relatively small to
overcome the peaking phenomenon at the beginning. As the
vehicle descends, ωnc(t) varies according to the dynamic pres-
sure, which provides better estimation performance under fast
varying vehicle behaviors.

Assume that an initial condition dispersion exists where
the pitch rate q(0) = 0 �= x̂1(0) = 0.2. Moreover, add −50%
uncertainty to the pitch moment aerodynamic coefficient. Com-
parison simulation is conducted among two LESOs and one
AESO, with ω0 = 2 and ω0 = 10, respectively, for the two
LESOs and ζ = 1, ωB = 5, and ωn0 = 2 for the AESO. sat(·)
constrains ωnc(t) in the interval [1,10]. Results are depicted in
Figs. 4–7. On one hand, under initial condition dispersion, the
LESO with a larger bandwidth (ω0 = 10) exhibits a peaking
phenomenon and an actuator saturation at the beginning. On the
other hand, as the dynamic pressure increases, the LESO with
a smaller bandwidth (ω0 = 2) exhibits estimation divergence at
the late flight stage. However, the AESO performs well through
the entire flight stage due to its time-varying parameters shown

Fig. 6. Comparison of control inputs.

Fig. 7. Time-varying bandwidth and gains for AESO.

in Fig. 7. The bandwidth is small at the beginning and increases
in the high-dynamic-pressure regime. Thus, both effects of
varying dynamic pressure and initial condition dispersion can
be suppressed.

Finally, to verify the robustness of the proposed AESO,
measurement noise is considered. Assume that all angular rate
measurements are corrupted by Gaussian white noise with
mean 0 and covariance 0.0001. This noise is primarily intended
to demonstrate the AESO robustness; thus, it is selected to be
relatively large. Leave all AESO parameters to be the same
as those without measurement noise. Due to page limitations,
only the noise and the pitch rate estimation error are depicted
in Fig. 8. It is verified that AESO can still work well and the
estimation error converges to a small region around zero.

Based on Examples 3 and 4, we finally summarize the design
and tuning procedure of an AESO as follows.

Design and Tuning Procedure:

Step 1. Write the AESO in the time-varying form (5).
Step 2. Design time-varying PD-eigenvalue logic according

to practical system and environment features. ρi(t)
can be determined by a time-based profile, an exter-
nal environment variable, or other vital factors.

Step 3. Tune the eigenvalue ρi(t) or relevant bandwidth
ωn(t). Basically, this relies on specific features of
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Fig. 8. Robustness verification with measurement noise.

the plant or uncertainty to be observed. However,
physical knowledge could be utilized to choose a
nominal or an initial bandwidth. Theorem 1 and
Remark 1 are also considered to guarantee stability
and good performance of the AESO.

Step 4. Calculate the elements ai(t) of the canonical system
(8) through ρi(t) according to Lemmas 1 and 2.

Step 5. Calculate the transformation matrix T (t) using (17)
and obtain the observer gains li(t) through ai(t) based
on (20) [for second-order or third-order AESOs, us-
ing (21) or (22)]. This completes the AESO design.

V. CONCLUSIONS AND FUTURE WORK

There always seems to be a conflict between theoretical
completeness and practical performance in conventional ESOs,
i.e., NESO and LESO. To solve this fundamental problem, this
paper has proposed a novel class of adaptive ESOs with time-
varying observer gains. As a result, the proposed AESO com-
bines both the advantages of NESO and LESO and provides
more extra design flexibility. To tune the time-varying gains, a
Lyapunov transformation is first made to transform the AESO
error dynamics into a canonical (phase-variable) form. Then,
time-varying PD-eigenvalues are assigned based on DAST.
Stability and estimate error bounds are subsequently derived,
offering some guidelines for assigning the PD-eigenvalues. Fi-
nally, two representative examples are conducted, which clearly
demonstrate the effectiveness of AESO.

The advantages of the proposed AESO are obvious. For one
thing, it has a better (linear) form than NESO for theoretical
analysis. Due to its linear form, the notion of bandwidth can
be used for parameter tuning. More importantly, stability and
estimate error can be analyzed using DAST and other theoreti-
cal tools for an LTV system. Moreover, it maintains an adaptive
property that can provide better performance than LESO. As
a tradeoff, the design of AESO requires better understanding
of the overall system features since time-varying eigenvalues
are assigned according to practical system characteristics. In
addition, parameter tuning may be more complex as the AESO
order increases. However, once the order is given, expressions
such as (20), (31), and (32) can be given as standard calculation
formulas. In future development, more industrial applications
and hardware tests will be conducted to validate and improve

AESO design. Additionally, some simplifications will be made,
on the premise of stability, for high-order observers to produce
an easy-designing procedure for practical applications.
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