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over 2 million are passenger cars—an increase of 85 per-
cent in production and 75 percent in sales. Furthermore,
the Forecast Department of the National Information Cen-
ter of China has predicted that the Chinese automotive in-
dustry will produce over 5 million vehicles in 2004 and is
entering a long, steadily growing era.

A major problem associated with such rapid growth in
automotive production is an increase in traffic congestion
and accidents, especially in big cities such as Beijing, Shang-
hai, and Guangzhou. According to China’s Ministry of
Public Safety, 667,507 traffic accidents were reported in

2003, resulting in 104,372 deaths, 494,174 injured people,
and a direct economic cost of 3.37 billion US dollars. In
China, traffic accidents cause on average one injury every
minute and one death every 5 minutes.

To solve the problem, the government has been increas-
ing funds for improving the traffic infrastructure, enforc-
ing traffic laws, and educating drivers about traffic regula-
tions. In addition, research institutes have launched R&D
projects in driver assistance and safety warning systems.
In particular, in 1999, the Chinese Academy of Sciences’
Intelligent Control and Systems Engineering Center started
the Intelligent Vehicle Platforms project. This project’s goal
is to establish a Vehicular Embedded Computing Platform
that will support and evaluate R&D and product verifica-
tion in automotive electronics for hardware, software,
communication, control, sensors, information processing
and display, knowledge bases for driving behaviors and
decision making, and the human-vehicle-road interface
(see Figure 1). The project aims to promote the use of
intelligent technology for safe, efficient, and smart vehi-
cles and to prototype vehicular electronic and sensory
products and systems for the Chinese automotive industry.
One of the project’s key objectives is to develop a vehicu-
lar application-specific operating system (vASOS). The
National Science Foundation of China and the CAS Knowl-
edge Innovation Program support the project.

Supported by the Vehicular Embedded Computing Plat-
form project, the Xi’an Jiaotong University (XJTU—“Jiao
Tong” means transportation in Chinese) Institute of Artifi-
cial Intelligence and Robotics and the CAS have collabo-
rated to develop intelligent driver-assistance and safety
warning systems for passenger vehicles, particularly GPS-
and vision-based systems. The research mainly covers

• Basic vehicular dynamic behaviors
• Vehicular sensory technology and in-vehicle data 

communication
• Signal processing and the design of virtual sensors 

for monitoring running conditions and vehicle-road
interactions

• Driver assistance and safety warning systems

According to the Chinese Association of Automotive

Industry, China produced over 4 million vehicles in

the first 11 months of 2003, an increase of more than 35

percent over the same period in 2002. Of these vehicles,
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Last October, when I visited the Beijing Traffic Administrative
Bureau with several people from the US Department of Transporta-
tion and Siemens ITS, we were told that in 1980 there were only eight
private passenger cars in Beijing. Today, there are close to 2 million
vehicles in Beijing, and most of them are private passenger cars.
When I visited the First Automotive Works, China’s largest automaker,
in 1999, I was surprised to learn that its R&D center, the Automotive
Research Institute, had virtually no electronic engineers, and that
electronics constituted less than 2 percent of the total value of the
vehicles FAW made. Today, this figure is close to 20 percent. The times
change really fast. The research described in this installment of the
ITS department represents China’s initial effort in a new direction
toward intelligent vehicle electronics, particularly driver assistance
and safety warning systems.

Feel free to contact me if you have any comments about this depart-
ment. I also seek contributions on the status of ITS projects world-
wide and on innovative ideas and trends in future transportation
systems. Contact me at feiyue@sie.arizona.edu. —Fei-Yue Wang
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• Mobile-agent technology for vehicle main-
tenance, trouble-shooting, and fault detec-
tion based on remote Web service centers

System architecture
A driver assistance and safety warning

system has three major functions:

• Provide appropriate just-in-time in-
formation regarding the vehicle, road,
and surroundings for safer and better
driving.

• Warn the driver passively when his or
her vehicle is in a hazardous situation.

• Warn the driver proactively about possi-
ble hazardous situations on the basis of
the vehicle’s current position, orienta-
tion, and speed, and the road conditions
or surrounding environment.

Figure 2 shows the three-layer system
architecture. The sensory layer includes
APIs and sensor-specific drivers for data
collection and communication with differ-
ent types of in-vehicle sensors and roadside
devices. The decision-making layer con-
tains a GIS (geographic information sys-
tem) database; a cache for real-time infor-
mation processing; a bank of virtual sensors
that extract useful information regarding
vehicle status, road conditions, vehicle-road
contact state, and so on through sensor fu-
sion; and a collection of decision-making
agents for detecting hazardous situations
and recommending corresponding actions
for drivers. The human-interface layer con-
sists of APIs and device-specific drivers for
different types of instruments for warning
displays.

The digital highway and
GPS-based methods

Most general-purpose GIS databases are
designed for offline operation; they aren’t
suitable for real-time safety warning, which
requires high position accuracy. So, we de-
veloped a cache-type structure, similar to
the one used widely in computers for effi-
cient real-time memory management, to
establish a high-precision GIS database for
highways and surface streets that the sys-
tem can access in real time. This database
comprises a small, real-time-executable
digital map and a large offline GIS data-
base. The system generates the digital map
from the GIS database and real-time GPS
information according to the vehicle’s cur-
rent location, velocity, and prespecified

rules for warning drivers. The digital map
contains only the necessary information
that can be manipulated in real time to warn
the driver of possible driving hazards.1

Driving a vehicle equipped with the
real-time GIS database, GPS, and other in-
vehicle sensors on highways or streets is
just like driving on a digital map. So, digital
lanes, rumble strips (raised pavement mar-
kers that alert drivers by noise and vibra-
tion), and other marks can be created online
for driving safety and assistance. Different
algorithms can be developed for agents to
monitor lane departure, the front and rear

space between vehicles, driving speed on
special road segments or wide turns, inter-
section approaching, and so on. More so-
phisticated algorithms and procedures can
identify individual driving patterns and
detect real-time hazardous driving behav-
iors. With this approach, the system can
assist in recommending the appropriate
driving speed and steering angle for better
fuel consumption or minimum jerk, on the
basis of the digital map and optimal trajec-
tory planning. (Jerk, a measure of travel
comfortableness, is the time derivative of
vehicle acceleration.)
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Figure 1. The Chinese Academy of Sciences’ Vehicular Embedded Computing Platform.
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Figure 2. The architecture for a driver assistance and safety warning system.
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The XJTU Intelligent Driver-
Assistance Vision System

Although image processing’s computa-
tional intensity still poses a challenge for
real-time online performance, visual infor-
mation has a definite advantage over other
kinds of information collected by active
sensors, such as acoustic, laser, or radar-
based sensors. The advantage is that image
acquisition doesn’t cause intervehicle inter-
ference. This is one of the main reasons for
the great interest in vision-based driving
assistance.2

Figure 3 presents the hardware system
architecture, testing vehicle, and CCD
(charge-coupled device) camera for the
XJTU Intelligent Driver-Assistance Vi-
sion System. This system uses two key
techniques: automated extrinsic parame-
ter calibration and lane recognition based
on Catmull-Rom spline curve fitting.

Automated extrinsic parameter
calibration

Extrinsic parameter calibration (also
called coordinate frame calibration) for
cameras is a critical step for effectively
obtaining 3D measurements from visual
images. The extrinsic calibration for a ve-
hicle-mounted camera is to determine its
height, lateral and longitudinal displace-
ments, and three Euler angles of orientation
with respect to a vehicle coordinate system.
Such cameras’ position and orientation are
subject to constant, random, and significant
disturbances due to vehicle motion, ther-
mal effects, or environmental variation. So,
their relative position and orientation with
respect to a vehicle must be calibrated re-
peatedly to extract meaningful 3D informa-
tion from images. In addition, real-time
information is critical for successful driv-
ing assistance.

Therefore, an efficient and automated
extrinsic calibration procedure that requires
less preparation in setup and less computa-
tion in processing, and that can repeat con-
stantly, would be extremely useful for driv-
ing assistance. Researchers have proposed
several simple, efficient extrinsic-calibration
methods; however, these methods require
certain known distance information and need
manual setup, at least initially.3 The XJTU
Driver Assistance Vision System uses a pro-
cedure based on the recognition of three line
segments, such as the parallel lanes of high-
ways or streets, to calibrate a camera’s rela-
tive position and orientation. This procedure

Figure 3. The (a) hardware architecture, (b) testing vehicle, and (c) CCD (charge-coupled
device) camera for the Xi’an Jiaotong University Intelligent Driver-Assistance Vision
System.

Figure 4. Lane recognition under various road situations: (a) original road scenarios; 
(b) binary images from inhomogeneous features; (c) road fitting with Catmull-Rom
Splines.
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can execute automatically and online during
vehicle operation, thus effectively solving
the problem of the extrinsic camera parame-
ters drifting over time.

Lane recognition
Shadows, unexpected objects, noises,

and discontinuity in the road boundary
might lead to poor performance and weak
robustness and adaptability for many road
or lane recognition algorithms. Also, some-
times recognition results aren’t useful for
road tracking or trajectory planning, espe-
cially in real-time operations.4 To improve
accuracy, robustness, and adaptability, the
XJTU Driver Assistance Vision System’s
lane recognition algorithm uses inhomoge-
neous image features and geometric mod-
els for roads. The algorithm computes in-
homogeneous image features through the
fusion of local deviation and discontinuity
measured by a Sobel operator, while ob-
taining binary images using an adaptive
threshold based on proportional histo-
grams. It uses piecewise cubic Catmull-
Rom spline curves to model road bound-
aries or lanes. Unlike Hermite splines,
Catmull-Rom splines don’t need tangents
specified at control points; the system can
compute those tangents by using the coor-
dinates of the two adjacent control points.
This method uses robust M-estimators to

determine the optimal control points for
curve fitting based on binary images, and
then finds the road boundary or lane repre-
sented by three-point Catmull-Rom splines.

Figure 4 illustrates the results for the
lane recognition algorithm under five sce-
narios. The first two scenarios come from
Carnegie Mellon University’s Robotics
Institute; the last three are from the high-
way surrounding the city of Xi’an. The
results clearly demonstrate the algorithm’s
robustness and adaptability.5

The road to practical, reliable intelli-
gent driver-assistance and safety warning
systems is still long. However, as comput-
ing power, sensing capacity, and wireless
connectivity for vehicles rapidly increase,
the concept of assisted driving and proac-
tive safety warning is speeding toward real-
ity. As technology improves, a car will be-
come just a computer with tires. Driving on
roads will be just like surfing the Web: there
will be traffic congestion but no injuries or
fatalities. 
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