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Residential energy scheduling is a hot topic nowadays in the background of energy saving and environ-
mental protection worldwide. To achieve this objective, a new residential energy scheduling algorithm is
developed for energy management, based on action dependent heuristic dynamic programming. The
algorithm works under the circumstance of residential real-time pricing and two adjacent housing units
with energy inter-exchange, which can reduce the overall cost and enhance renewable energy efficiency
after long-term operation. It is designed to obtain the optimal control policy to manage the directions and
amounts of electricity energy flux. The algorithm’s architecture is mainly constructed based on neural
networks, denoting the learned characteristics in the linkage of layers. To get close to real situations,
many constraints such as maximum charging/discharging power of batteries are taken into account.
The absent energy penalty cost is developed for the first time as a part of the performance index function.
When the environment changes, the residential energy scheduling algorithm gains new features and
keeps adapting in real-time operations. Simulation results show that the developed algorithm is benefi-
cial to energy conversation.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

In the past several decades, the energy crisis has been plaguing
humanity with the rising price of oil and other fossil fuels.
Furthermore, traditional fossil fuels have limited reserves, which
becomes the bottleneck for the economic development of a vast
majority of countries in the world [1]. More and more nations
are taking actions to promote the use of renewable resources and
energy management. European Commission proposed the smart
grid vision for the aim of encouraging manufacturers to produce
smart appliances to prevent power blackouts by isolating distur-
bances in the grid, reduce power usage peaks and lower total
energy usage in 2006 [2]. A detailed research agenda was given
for guiding the development of Europe’s future smart grid net-
works [3]. American government proposed the development of
smart gird to create pilot projects to promote the manufacturing
of advanced metering devices so as to reduce energy cost [4].
Some countries constructed demonstration projects and gained
many research achievements.
Besides government promotions, intelligent power grid has
attracted many researchers’ attention. The research fields vary
from the communication standards to communication security,
from unidirectional energy transmission to bidirectional transmis-
sion, from centralized adjustment of electrical power system to
decentralized adjustment, from smart community with renewable
resources to smart community with plugin vehicles. Zakariazadeh
et al. proposed a stochastic multi-objective mathematical schedul-
ing method for a smart grid distribution system [5]. Figueiredo and
Martins integrated the building’s renewable energy production
into the demand-side energy management [6]. Lin and Chen stud-
ied how to solve optimal power flow problems in a smart grid
transmission system [7]. Qureshi et al. focused on the impact of
energy storage in buildings [8]. While Huang and Liu studied on
the energy end-user side [9]. Hannan et al. showed how light elec-
tric vehicles can achieve the multi-resources control [10]. Wei et al.
proposed a novel dual iterative Q-learning method for energy con-
trol [11]. Most of the countries attach great importance to the
development of smart grid and take it as a strategy to occupy a
commanding height in industry. The objective that all scientists
pursue, is a robust system, inside of which the energy is transmit-
ted unidirectionally on the generators’ side and bidirectionally on
the users’ side. Thus, many power failures such as blackouts can
be avoided.
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With the development of smart grid, many intelligent algo-
rithms have been proposed in the last decades and some have
come into use. Adaptive dynamic programming (ADP) is an effi-
cient way to solve this problem, which was developed by
Werbos in the last century [12]. Great efforts have been made to
the research of ADP ever after. Prokhorov and Wunsch proposed
adaptive critic designs in 1997 [13]. Liu et al. proposed
action-dependent adaptive critic designs in 2001 [14]. Later, Liu
and Wei utilized ADP to solve the multi-person zero-sum differen-
tial games [15]. Wei et al. achieved dual iterative adaptive dynamic
programming for time-delay discrete-time nonlinear systems [16].
Bhasin et al. achieved a reinforcement learning-based adaptive
critic controller for tracking problems [17]. Generally, there are
three frameworks of ADP: heuristic dynamic programming
(HDP), dual heuristic programming (DHP), and globalized dual
heuristic programming (GDHP). For a linear quadratic regulator
problem, it often falls to solve a Riccati equation. On the other
hand, for a nonlinear system, its optimal state feedback control
depends on the Hamilton–Jacobi–Bellman (HJB) equation [18].
Dynamic programming (DP) is widely used to tackle optimal con-
trol problems for nonlinear systems. However, the implementation
of DP backward-in-time makes the computation expensive for
nonlinear systems, which is the ‘‘curse of dimensionality’’ [19].
To overcome this difficulty, a ‘‘critic network’’ is built to approxi-
mate the solution and avoid the computationally awkward curse
[20].

The research of integrating ADP and smart grid is quite hot
recently. Mohagheghi et al. used ADHDP for the design of a sta-
tic compensator [21]. Lu et al. applied the HDP method to a
large power system stability control [22]. Fuselli et al. achieved
home energy management with ADP [23]. Besides ADP, other
intelligent algorithms including genetic algorithm (GA), ant col-
ony algorithm, particle swarm optimization (PSO) approach, sim-
ulated annealing method, and fuzzy optimization, can also be
employed to smart grid. Keçebas� et al. achieved artificial neural
network modeling for energy analysis [24]. Sousa et al. used
annealing approach for energy resource management [25]. A
PSO-GA approach was used in [26] by Yu et al. for energy
demand projection. Then, a PSO-based fuzzy logic controller
was developed by Safari et al. for green power energy system
[27]. Fuzzy logic controller was also applied in the microgrid
battery management [28]. Traditional solutions like mixed inte-
ger linear programming (MILP), can also be used to solve energy
management problem [29]. One concrete residential microgrid
building came into use in Italy to improve the performance of
energy usage [30].

In this paper, two-household energy management is incorpo-
rated into the smart grid residential terminals’ applications for
end-users. The ultimate goal consists of managing the usage of
all energy resources in an optimal way [31]. The absent energy
penalty cost is developed for the first time within the performance
index function. This paper tackles the problem of optimal energy
management and cost-saving within two housing units. The action
dependent adaptive dynamic programming (ADHDP) based resi-
dential energy scheduling algorithm has the property of adapting
to the frequent and swift changing systems based on the algo-
rithm’s own characteristics; meanwhile, it avoids other algorithms’
shortcomings, such as the inability to adapt to dynamical and rapid
changing environments.

The organization of this paper is as follows. In Section 2, the
overall structure of the residential management system is given
and each component is briefly described. In Section 3, the
ADHDP principle is introduced. Section 4 focuses on the detailed
residential energy control strategy with energy inter-exchange.
Section 5 presents the experimental simulations. Finally, in
Section 6 the paper concludes with a few remarks and future work.
2. Residential energy management

2.1. Notation

The used notations are listed as follows.
Parameters:

Dt
 Time interval

CðtÞ
 Residential real-time price at time t (cents)

CpðtÞ
 Residential penalty price at time t (cents)

Eb1ðtÞ
 Remaining capacity of battery 1 at time t (kW h)

Emax

b1
 Maximum capacity of battery 1 (given at 25 �C)
(kW h)
Emin
b1
Minimum remaining capacity of battery 1 (given
at 25 �C) (kW h)
Pload1ðtÞ
 Residential load of housing unit 1 at time t (kW)

Pload2ðtÞ
 Residential load of housing unit 2 at time t (kW)

PgridðtÞ
 Power from the utility gird (kW)

Pb1ðtÞ
 Charging/discharging power of battery 1 at time

t (kW)

Pb2ðtÞ
 Charging/discharging power of battery 2 at time

t (kW)

Pmax

b1
 Positive, maximum discharging power of battery
1 (kW)
Pmax
b2
 Positive, maximum discharging power of battery

2 (kW)
Pmin
b1
Negative, maximum charging power of battery 1
(kW)
Pmin
b2
Negative, maximum charging power of battery 2
(kW)
Prate1
 Rated output power of the battery 1 (kW)

gðPb1ðtÞÞ
 Total efficiency in the battery 1 storage system,

considering all auxiliary devices

c
 Discount factor, 0 < c � 1

u1ðtÞ
 Initial control action of battery 1 at time

t; u1ðtÞ 2 f1;0;�1;�2;�3g

u2ðtÞ
 Initial control action of battery 2 at time

t; u2ðtÞ 2 f1;0;�1;�2;�3g

û1ðtÞ
 Adjusted control action of battery 1 at time

t; u1ðtÞ 2 f1;0;�1;�2;�3g

û2ðtÞ
 Adjusted control action of battery 2 at time

t; u2ðtÞ 2 f1;0;�1;�2;�3g

CAb1ðtÞ
 Absent capacity of battery 1 at time t (kW h)

CAb2ðtÞ
 Absent capacity of battery 2 at time t (kW h)

xð�Þ
 State vector of the system, xð�Þ 2 Rn
uð�Þ
 Control action, uð�Þ 2 Rn
Fð�Þ
 System transition function

Uð�Þ
 Utility function

Jð�Þ
 Performance index/cost

u�ð�Þ
 Optimal control

J�ð�Þ
 Optimal performance index/cost

Qð�Þ
 Output of the critic network
2.2. Components of residential energy management

In this paper, the residential energy system with home energy
inter-exchange is composed of a public utility grid, two housing
units with storage systems and power management units (PMU).
The PMU plays an important role in energy conversion and man-
agement. Fig. 1 shows the power flows of residential energy
scheduling, in which the AC utility grid is the primary source of
electric energy. Each of the two housing units is equipped with a
storage system whose capacity can be the same as or different
from the other. Inside each housing unit, there are some household
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Fig. 2. A daily residential real-time hourly prices.
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Fig. 3. A typical daily residential load profile.

Fig. 1. Power flows of the residential energy scheduling with home energy inter-
exchange.
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electric appliances such as televisions, refrigerators and lamps. The
PMU allows electric power from different sources, which include
battery 1, battery 2 and the utility grid, to be pooled and dis-
tributed over the housing units. During this process, the power
flows can be unidirectional or bidirectional depending on actual
conditions. The utility grid, battery 1 and battery 2 can either sup-
ply/get electric power to/from the PMU separately. As for residen-
tial loads 1 and 2, they only consume electricity, transmitted via
the PMU.

One of the major roles of the PMU is about electric power con-
version. With thyristor and MOSFET devices, engineers have
designed pulse width modulation (PWM) switch to achieve
AC&DC reversible conversion [32]. Batteries can only handle direct
current (DC) whenever charging from/discharging to the PMU. The
storage systems are mainly made up of lead–acid batteries in con-
sideration of economy cost factor.

2.3. Residential real-time pricing

Residential real-time pricing is a widely used pricing strategy in
many countries’ electric power industry. As a load management
policy, it pushes the end-users to shift electricity use from peak load
hours to light load hours [33]. The policy greatly improves power
system efficiency and allows new power system construction pro-
jects [34]. The hourly change of wholesale electricity price is mainly
influenced by consumer demand. High demand for electricity usu-
ally means high electric price. Low demand means low price.

2.4. Load profile

Though the residential load is a continuous time process, dis-
cretization can greatly simplify the computational model and save
the computation time. The residential real-time price (RRTP) is
usually published with one-hour step. Therefore, the residential
load profile is calculated hourly for convenience [35]. Fig. 3 indi-
cates a typical residential load profile [36]. There are likely to have
a small spike in the morning and a big one in the evening. The two
spikes correspond to the RRTP curve in Fig. 2, indicating that the
residential load plays an important role in the pricing strategy.

2.5. Model of batteries

2.5.1. Battery energy
Energy loss exists in the process of AC ? DC and DC ? AC con-

versions, which could not be eliminated. The efficiency equation of
these devices in the battery model was derived by Yau et al. [37] as
gðPb1ðtÞÞ ¼ 0:898� 0:173jPb1ðtÞj=Prate1; Prate1 > 0: ð1Þ

Suppose the efficiencies of charging and discharging are the same,
calculated by

Eb1ðt þ 1Þ ¼ Eb1ðtÞ � Pb1ðt þ 1ÞDt � gðPb1ðt þ 1ÞÞ;
Pb1ðt þ 1Þ < 0;

ð2Þ

Eb1ðt þ 1Þ ¼ Eb1ðtÞ � Pb1ðt þ 1ÞDt=gðPb1ðt þ 1ÞÞ;
Pb1ðt þ 1Þ > 0:

ð3Þ

It is worth pointing out that the battery output power is divided
by the efficiency gðPb1ðt þ 1ÞÞ during the time interval t þ 1. Given
the fact that the calculating time interval is one hour, the time
interval Dt can be omitted.
2.5.2. Battery constraints
In practical applications, the batteries need to be handled care-

fully to avoid adverse conditions such as overcharge, overdischarge
or overcurrent.
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a. Upper and lower energy bounds for batteries
Emin
b1 6 Eb1ðtÞ 6 Emax

b1 : ð4Þ
b. Maximum charge/discharge power limits
Pmin
b1 6 Pb1ðtÞ 6 Pmax

b1 : ð5Þ
c. Residential load balance. All the energy provided by the AC
utility grid, batteries 1 and 2, must meet the fluctuating
demand of appliances in housing units 1 and 2.
Pload1ðtÞ þ Pload2ðtÞ ¼ PgridðtÞ þ Pb1ðtÞ þ Pb2ðtÞ: ð6Þ
3. Action dependent heuristic dynamic programming

In discrete-time nonlinear systems, ADHDP employs the
Bellman principle of optimality to solve complex optimization
problems [38]. The Bellman equation describes the relationship
between the value function of one period and that of the next per-
iod [39]. Suppose the discrete-time nonlinear dynamic system as
below:

xðkþ 1Þ ¼ FðxðkÞ;uðkÞ; kÞ; k ¼ 0;1; . . . : ð7Þ

With transition function Fð�Þ and control action uðkÞ, the next state
xðkþ 1Þ can be obtained. Assume the associated performance
index/cost function as

JðxðiÞ; iÞ ¼
X1

k¼i

ck�iUðxðkÞ;uðkÞ; kÞ: ð8Þ

The solution is to minimize the function JðxðiÞ; iÞ through choosing
an appropriate control sequence uðkÞ; k ¼ i; iþ 1; . . .. According to
the Bellman principle of optimality, the optimal control sequence
u�ðkÞ at time k can be expressed as

u�ðkÞ ¼ arg min
uðkÞ

fUðxðkÞ;uðkÞÞ þ cJ�ðxðkþ 1ÞÞg: ð9Þ

ADHDP, as one framework of ADP, is an effective method to
solve dynamic programming problems with discrete formulations
by using policy evaluation and policy improvement. The neural
network based adaptive critic approach is used to solve ADHDP
formulations [9,38]. The residential energy scheduling has already
been discretized with the real-time pricing at a one-hour interval.
The ADHDP architecture of residential energy scheduling used in
this paper is shown in Fig. 4.
Table 1
Energy-related components within the energy storage system.

PMU components AC utility grid
Battery 1
Battery 2
Household load 1
Household load 2
4. Residential energy scheduling strategy

Residential energy scheduling is designed based on ADHDP
with home energy inter-exchange. This section introduces an
energy scheduling strategy to boost residential energy efficiency
and promote energy conservation.
Fig. 4. ADHDP architecture of re
4.1. States of storage system (batteries)

There are five kinds of states for each battery inside the storage
systems. Furthermore, the states of batteries 1 and 2 must not be in
conflict with each other. Besides, each battery is primarily respon-
sible for the appliances in its own side housing unit. Take the states
of batteries 1 and 2 as u1 and u2.

1. Charging state ðu1;u2 ¼ 1Þ
The storage systems charge the batteries as u1; u2 ¼ 1 usually
in the night when RRTP and batteries’ remaining capacities
are low.

2. Idle state ðu1;u2 ¼ 0Þ
Idle state appears when charging or discharging is not quite so
necessary. Idle state can decrease the usage frequency of batter-
ies. The AC utility grid provides all the required energy when
u1; u2 ¼ 0.

3. Discharging state A ðu1;u2 ¼ �1Þ
Discharging state A means that each battery can only discharge
to the appliances inside its own housing unit. It appears when
RRTP is high and/or the other battery energy is low.

4. Discharging state B ðu1;u2 ¼ �2Þ
Discharging state B is opposite to discharging state A, in which
the batteries are forced to output electric energy to appliances
in the other housing unit.

5. Discharging state C ðu1;u2 ¼ �3Þ
When RRTP is high and one battery has low remaining capacity,
the other battery is likely in discharging state C. Thus, the bat-
tery outputs electric energy to appliances in both housing units
at that time period.

One important thing to note is that one battery’s state cannot
affect the other’s. If battery 1 is in one state, then battery 2 can
be in any state except which may cause potential conflicts, and vice
versa.
4.2. Batteries’ control strategy

The residential energy scheduling is a discrete problem here.
Thus, the batteries have discrete processes. Two batteries corre-
spond to two housing units. Battery 1 is primarily responsible for
the energy supply of housing unit 1. The detailed energy-related
components within the energy storage system are listed in
Table 1. Batteries 1 and 2 are the bond which connects both the
sidential energy scheduling.



Table 2
Control strategy of batteries 1 and 2.

Battery state Corresponding control action u1ðtÞ & u2ðtÞ

Charging state 1
Idle state 0
Discharging state A �1
Discharging state B �2
Discharging state C �3

Table 3
Batteries’ control scheme.

Control scheme u1ðtÞ u2ðtÞ Battery 1 Battery 2

1 1 Charging state Charging state
1 0 Charging state Idle state
1 �1 Charging state Discharging state A
1 �2 Charging state Discharging state B
1 �3 Charging state Discharging state C
0 1 Idle state Charging state
0 0 Idle state Idle state

Feasible 0 �1 Idle state Discharging state A
control 0 �2 Idle state Discharging state B
action 0 �3 Idle state Discharging state C

�1 1 Discharging state A Charging state
�1 0 Discharging state A Idle state
�1 �1 Discharging state A Discharging state A
�2 1 Discharging state B Charging state
�2 0 Discharging state B Idle state
�2 �2 Discharging state B Discharging state B
�3 1 Discharging state C Charging state
�3 0 Discharging state C Idle state
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household loads and the outside AC utility grid. For each battery,
detailed states are shown in Table 2 with their corresponding con-
trol commands. The control action u1ðtÞ; u2ðtÞ can only choose
from the five fixed integer numbers with specialized control mean-
ings, i.e., u1ðtÞ;u2ðtÞ 2 f1;0;�1;�2;�3g. However, the two batter-
ies are likely to interact with each other, so the control strategy
must be designed carefully to avoid conflicts. Table 3 has shown
all the feasible matched control strategies when controlling both
batteries at the same time. As we have assumed that one house-
hold load can only be supplied by one energy resource at the same
time, it can be seen that there are 7 infeasible matches. Conflicts
occur when infeasible combinations are chosen. Future work will
cover the multi-resource problem.

Some potential conflicts still happen sometimes. The control
strategies are given in advance, without considering the batteries’
actual situation. Therefore, the batteries’ control scheme has to be
adjusted to meet actual needs afterwards. If there is any clash
between u1ðtÞ and u2ðtÞ; u1ðtÞ has the default priority over u2ðtÞ.
Tables 4 and 5 show the adjustment data of control action u1ðtÞ
in different situations. When the initial control action given as
u1ðtÞ ¼ 1, it is necessary to identify the remaining capacity of
Table 4
Adjustment data of control action u1ðtÞ 2 f1; 0;�1;�2g.

Initial control action u1ðtÞ Condition

1 Eb1ðtÞ ¼ Emax
b1

CAb1ðtÞ 6 jPmin
b1 j

CAb1ðtÞ > jPmin
b1 j

0 0

�1 Pload1ðtÞ ¼ Pb2ðtÞ or PgridðtÞ
else Pload1ðtÞ > Eb1ðtÞ � Emin

b1

Pload1ðtÞ 6 Eb1ðtÞ � Emin
b1

�2 Pload2ðtÞ ¼ Pb2ðtÞ or PgridðtÞ
else Pload2ðtÞ > Eb1ðtÞ � Emin

b1

Pload2ðtÞ 6 Eb1ðtÞ � Emin
b1
battery 1. If battery 1 is full, there is no need to charge just as

the adjusted control action û1ðtÞ ¼ 0. If CAb1ðtÞ is less than jPmin
b1 j,

then jPb1ðtÞj equals CAb1ðtÞ as û1ðtÞ ¼ 1. Otherwise Pb1 is equal to

Pmin
b1 with a negative Pmin

b1 . When u1ðtÞ ¼ �1, we first need to iden-
tify whether Pload1ðtÞ has already been powered by battery 2/AC
utility grid or not. If load 1 has been powered, then no discharge
is needed for battery 1 as û1ðtÞ ¼ 0. Otherwise, further identifica-
tion will be carried out whether enough energy is left in battery
1 to satisfy household load 1. With enough energy, battery 1 dis-
charges to household load 1 as û1ðtÞ ¼ �1. When u1ðtÞ ¼ �2, the
PMU needs to check the household load 2, which has already been
powered as û1ðtÞ ¼ 0 or not been powered as û1ðtÞ ¼ �2. Then it
decides to discharge to appliances in housing unit 2 or not, accord-
ing to û1ðtÞ. As for u1ðtÞ ¼ �3, the most complicated adjustment is
shown in Table 5. The PMU first checks in a sequence of household
load 1 and household load 2. Then PMU chooses the appropriate
adjustment control action based on verifications above. Other
cases are adjusted in the same way.

4.3. Optimization goal

The ADHDP-based residential energy scheduling is to help end
users to reduce cost over a long time. Hence, the primary optimiza-
tion portion is the cost of the AC utility grid electricity when
employing RRTP. The other portion is the penalty cost which values
the usage of batteries’ energy. It is assumed that residential
real-time pricing and storage devices are employed in the energy
management system. Appropriate scheduling of batteries in both
two housing units can be arranged to minimize the total cost Cost.

Cost ¼
Xt

i¼0

CðiÞPgridðiÞ þ
Xt

i¼0

CpðiÞ½CAb1ðiÞ þ CAb2ðiÞ� ð10Þ

The performance index function (10) is developed for the first
time with the absent energy penalty cost. The first term of the total
cost is about buying electricity from AC utility grid; the less, the
better. The second term is the developed absent energy penalty
cost, which refers to energy balance with the measure to improve
batteries’ recharge. The penalty energy price for batteries is
acquired from the RRTP. They tend to change within the same lim-
ited range but in a reverse trend as shown in Fig. 2.

4.4. ADHDP-based residential energy scheduling algorithm

Our developed residential energy scheduling algorithm is a spe-
cial version of ADP, or more precisely, ADHDP. The training process
of the newly developed algorithm is simplified with training
mainly for the critic network as shown in Fig. 4.

Initial data is the basis for the ADHDP-based residential energy
scheduling algorithm. Then data includes the system states and
Charging/discharging power Pb1ðtÞ Adjusted control action û1ðtÞ

Idle: 0 0
Charging: CAb1ðtÞ 1

Charging: jPmin
b1 j 1

Idle: 0 0

Idle: 0 0
Idle: 0 0

Discharging: Pload1ðtÞ �1

Idle: 0 0
Idle: 0 0

Discharging: Pload2ðtÞ �2
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other pretreatment data such as RRTP, housing units’ loads, batter-
ies’ remaining energy capacity and the utility function. The utility
function UðtÞ is acquired by Eq. (12). Eq. (11) shows how the cost to
be computed at time t. Inside the scheduling process, the critic net-
work output Qðt � 1Þ is obtained as Qðt � 1Þ ¼ cQðtÞ þ UðtÞ. While
training, Qðt � 1Þ can be given by utility UðtÞ þ cQðtÞwith the map-
ping: fxðt � 1Þ; uðt � 1Þg�!fQðt � 1Þg.

CostðtÞ ¼ CðtÞPgridðtÞ þ CpðtÞ½CAb1ðtÞ þ CAb2ðtÞ� ð11Þ

UðtÞ ¼ CostðtÞ
maxfCostð1Þ;Costð2Þ; . . .g ð12Þ

The control sequences of batteries are given from the control
parameters f1;0;�1;�2;�3g equally. The system states needed
for the networks are in Table 5. The overall residential energy
scheduling algorithm is implemented by four steps. Afterwards,
the detailed control strategy can be obtained. The ADHDP-based
residential energy scheduling algorithm implemented by neural
networks is explained step by step in Algorithm 1.

First, the ADHDP-based residential energy scheduling networks
need to be well trained. With the preexisting system states and
other data, the training strategy is implemented according to
[40], which is used in critic and action neural networks training.

Second, select the best control strategy of batteries. The
well-trained network can be used to select the best control
sequences for batteries. All the feasible control sequences are in
Table 3. The well-trained network combs through the whole feasi-
ble control sequences and finds out the best control strategy.

Third, compute the total cost Cost of electricity. The total cost is
the sum of the AC utility grid cost and the penalty cost. Then the
cost can be used to compare with the previous one.

Four, improve the networks continuously. Afterwards, the resi-
dential energy scheduling has already been established. During the
application, new data comes at each hour. The network can be
retrained and changes to become more and more skilled at local
energy scheduling.

Algorithm 1. ADHDP-based residential energy scheduling algo-
rithm

Part I: Initialization
1: Give the basic parameters for the ADHDP-based
residential energy scheduling algorithm.
2: Collect data including system states x and control actions
u1;u2, and load them into the algorithm.
3: Give the computation precision e > 0 and the number of
loops.

Part II: Iteration
1: Initialize two critic networks which are exactly the same,
Cnetwork1 ¼ Cnetwork2.
2: Compute the output Q of the network Cnetwork1.
3: Compute Q 0 as Q 0 ¼ rQ þ U.
4: Train Cnetwork2 with the desired output Q 0.
5: Copy Cnetwork2 to Cnetwork1, as
Cnetwork1 ¼ Cnetwork2.
6: If the training has met the requirements (the pre-set
number of loops or the computation precision), then goto
the next step. Otherwise, goto step 2 and repeat the
process.
7: Pick the best critic network and the control strategy.
5. Simulations

The developed ADHDP-based residential energy scheduling
algorithm needs to be evaluated in this section. Our ultimate goal
of the simulations is to minimize the cost of electricity for users as
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much as possible. Meanwhile, the control strategy satisfies the
local restrictions for practical applications.

The simulation scenario is designed with two housing units pro-
ducing local appliances load, two batteries to be controlled, and
one AC utility grid. All the parts are connected via the PMU. Two
housing units have similar appliances and their maximum power
loads are the same as 10 kW. Their typical local power loads can
be seen in Figs. 5 and 6, which are one-week horizon loads of the
two housing units. It is clear that during weekdays the peak loads
appear in the morning at about 8:00 and in the evening at about
19:00. The phenomenon shows that people get up and start mov-
ing in the morning, while they do cooking and recreational activi-
ties in the evening. However, during weekends people do ‘‘at
home’’ activities over all the day and the loads increase slowly until
the evening peak. Two batteries are initially the same with each
100 kW h. Their maximum charging rate is 10 kW and maximum
discharging rate 20 kW. The initial capacities of the batteries are
90% of the total, while the minimum remaining capacities for them
to keep are 10% of the total so as to reduce damage to batteries. The
AC utility grid is assumed to have enough power for all loads at any
time.

In Figs. 5 and 6, their curves are similar from the appearance,
but their numeric values are definitely different. With the added
12% random noise for the two residential power loads, the numeric
values change randomly within the agreed limits [36]. Therefore
the detailed control strategies for the two batteries might have
been vastly different during the one-week horizon. Obviously,
the RRTP has positive correlation with the specific load values.

The ADHDP-based residential energy scheduling simulations
mainly refer to the critic network, which is a multilayer feedfor-
ward neural network. The network’s structure is 7-16-1 (7 neurons
in the input layer, 16 neurons in the hidden layer, and 1 neuron in
the output layer). Seven input neurons are the RRTP, two batteries’
energy states, two housing units loads, and two control variables of
the batteries. The activation function uses hyperbolic tangent func-
tion to compute. After that, the critic network outputs the QðtÞ as a
value approaching the ideal optimal performance index J�ðxðkÞÞ.

The simulation is carried out in the environment of the
MathWorks Matlab R2013b, which works on a DELL computer
running a Windows 7 64-bit OS, with a Intel Core i5 CPU
@3.2 GHz and 8GB ram. The simulation results are shown next
with some figures.
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Fig. 7 shows the energy levels of the two batteries during the
one-week horizon. The initial capacities of both batteries are 90%.
After running, energy capacities change at every hour.
Nevertheless, batteries are at full-capacity states in the night. It
is wise for the batteries to discharge during the daytime when
the RRTP is high and to be charged during night when the RRTP
is low. Therefore, the residents can reduce cost on electricity with-
out interfering with the normal life concerning power consump-
tion. Meanwhile, it helps the AC utility grid to reduce peak loads
and shift the ‘‘peaks’’ to electricity ‘‘troughs’’ to make the whole
load for the AC utility grid smoother.

The adjustment of control actions will be described to satisfy
housing load 1. Housing load 2 will be handled similarly.
Therefore, two control actions and batteries’ remaining capacities
are different most of the time. As battery 1 has to discharge and
charge much deeper to satisfy its own housing unit demand due
to the nearby priority principle. Battery 1 discharges more energy
than battery 2 in total during the week. In Fig. 8, the optimal con-
trol sequences are given. The optimal scheduling of the two batter-
ies can be achieved, when the PMU gives the control orders in the
way of {1: during trough-load time; �1/�2/�3: during peak-load
time; 0: during middle-load time}. The control action {1} mainly
appears in nighttime. While the actions {�1/�2/�3} often appear
in the day.

The batteries tend to charge at trough-load time and discharge
at peak-load time. It has to be noticed that when the RRTP is low
and the batteries charge at the maximum charging rate so as to
save money and time for next day. Due to the amounts of calcula-
tion, the results shown in the figures are not regularly the same for
each day, not to mention the energy-consuming differences
between weekdays and weekends. Roughly speaking, the batteries
discharge during the period of 6:00–20:00, and charge during the
period of 22:00–02:00 during weekdays. While at weekends, they
discharge between 7:00 and 19:00, and charge between 21:00 and
04:00. More specifically, residents consume much more energy
than usual during weekends and the remaining energy capacities
drop fast. Therefore the discharging time becomes shorter and
the charging time turns out to be a little longer.

Overall, the developed ADHDP-based residential energy
scheduling algorithm can reduce cost for residents. After the sim-
ulation part, the total cost using the new algorithm over a
one-week period is 5070.45 cents. In contrast, the original expen-
diture without any energy storage devices is 8244.60 cents. It is
obvious that 38.5% of the original expenditure can be saved for
the residents after one-week operation. Consequently, the goal of
reducing cost on electricity has been achieved. Besides, the devel-
oped algorithm has the ability to adapt to new environments.
Whenever the habits of consuming electricity are changed, when-
ever there are appliances added or removed, or whenever the res-
idents are replaced, the ADHDP-based residential energy
scheduling algorithm can always learn new characteristics and
evolve in a timely fashion.

6. Conclusion

In this paper, a new ADHDP-based residential energy schedul-
ing algorithm with home energy inter-exchange is developed.
The algorithm is used to solve the optimization problem of reduc-
ing electricity cost between two housing units under the circum-
stance of RRTP. Neural networks are trained online or offline
with the preexisting concrete data at first. Once the networks gain
the characteristics of the new environments, they can contribute to
the actual money-saving work. It is shown that the developed
absent energy penalty cost has good application effects as part of
the performance index function (10). Besides, the algorithm has
the ability to adapt to new environment timely. Simulations have
shown that the algorithm has reduced a big part of the original
total electricity cost. The reduction further illustrates the practical-
ity of the new algorithm in micro smart grid management. Future
work will be focused on adding more devices and mixed
algorithms.
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