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Fist Tracking Using Bayesian Network
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Abstract. This paper presents a Bayesian network based multi-cue fu-
sion method for robust and real-time fist tracking. Firstly, a new strategy,
which employs the latest work in face recognition, is used to create ac-
curate color model of the fist automatically. Secondly, color cue and mo-
tion cue are used to generate the possible position of the fist. Then, the
posterior probability of each possible position is evaluated by Bayesian
network, which fuses color cue and appearance cue. Finally, the fist po-
sition is approximated by the hypothesis that maximizes a posterior.
Experimental results show that our algorithm is real-time and robust.

1 Introduction

With the ever increasing role of computers in society, HCI has become an in-
creasingly important part of our daily lives. One long-term goal in HCI has been
to migrate the “natural” means that humans employ to communicate with each
other into HCI. In this paper we mainly investigate the fist tracking algorithm,
which can be used for HCI.

Tracking objects efficiently and robustly in complex environment is a chal-
lenging issue in computer vision. Many researches have been done on this area.
Currently, particle filter [1] [2] and mean shift[3] [4]are two successful approaches
taken in the pursuit of robust tracking. Particle filters, to apply a recursive
Bayesian filter based on propagation of sample set over time, maintain multiple
hypotheses at the same time and use a stochastic motion model to predict the
position of the object. Maintaining multiple hypotheses allows the tracker to
handle clutters in the background, and recover from failure or temporary dis-
traction. However, there are high computational demands in the approach, and
this is the bottleneck to apply particle filtering in real time systems. On the
other hand, mean shift explores the local energy landscape, using only a sin-
gle hypothesis. This approach is computational effective, but it is susceptible to
converge to local maximum.

In this paper, we propose a novel fist tracking algorithm. First, some hy-
potheses about the fist’s position are generated based on the motion cue and
color cue. In this way, the number of the hypotheses is very limited. Then all the
hypotheses are evaluated by the Bayesian network, which fuses appearance cue
and color cue. Based on Bayesian network the tracking results are more robust.
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In the remainder of this paper, section 2 introduces how to generate hypoth-
esis. Section 3 describes the evaluating of the hypothesis by Bayesian network.
Some experiments are shown in section 4.

2 Hypothesis Generation

Skin is arguably the most widely used primitive in human image processing
research, with applications ranging from face detection and person tracking to
pornography filtering. Color is the most obvious feature of the fist. It indicates
the possible position of the fist. In order to use color cue of the fist ,a probability
distribution image of the desired color must be created firstly. Many algorithms
employ a manual process to extract color information in their initialization stage,
such as CAMSHIFT. By this way an accurate skin color model can be obtained.
But semi-automation is the main shortcoming of these algorithms. For achieving
automation, the most popular method is to learn the skin color distribution from
a large number of training samples. However, due to the different illumination
and different camera lens, this color distribution is not always exact in real
condition.

In this paper, we proposed a novel scheme to acquire the color distribution
of the fist. Generally speaking, the skin color of hand and face, which belong to
the same person, are the same or similar. For face detection, there are many
successful algorithms. So we gain the skin distribution from the face of the
player instead of the fist. In our scheme, three steps are needed for creating
color model. The first stage is face detection. In this stage, our Haar-Sobel-like
boosting [5] algorithm is used. Haar and sobel features are used as feature space,
and GentleBoost is used to select simple classifiers. Haar features are used to
train the first fifteen stages. And then sobel features are used to train the rest
fourteen stages. The second stage is face alignment. At this stage, active shape
model (ASM) [6] is used. The last stage is creating color model. The hues derived
from the pixels of the face region are sampled and binned into an 1D histogram,
which is used as the color model of the fist. Through this histogram, the input
image from the camera can be convert to a probability image of the fist.

In order to deal with the skin-colored objects in the background, motion cue
is used for our algorithm. We differentiate the current frame with the previous
frame to generate the difference image using the motion analysis method in [7].
The method is to compute the absolute value of the differences in the neigh-
borhood surrounding each pixel. When the accumulated difference is above a
predetermined threshold, the pixel is assigned to the moving region.

Since we are interested in the motion of skin-colored regions, the logical AND
operator is applied between the color probability distribution image and the
difference image. And as a result the probability distribution image is obtained.

Suppose human hand is represented by a rectangle window, the possible
position of the fist is gained as follows:

1, we sample the image from 320x240 to 160x120.
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2, a subwindow x, y, w, h, where x and y are the left-top coordinate, w and h
are the size of the rectangle, moves on the probability distribution image. And
the sum of the pixels in subwindow is calculated. In our experiment, the w is 28
and the h is 35.

3, if the sum is below a certain threshold, it returns to step 2. And if the
sum is above the threshold, the CAMSHIFT [8] is applied to getting the local
maximum and the local color region size. And the center point of CAMSHIFT
region is saved.

4, The pixels in CAMSHIFT region are set to zero. And it goes to step 2.
Based on these saved points, multiple hypotheses of the position and size

of the fist are generated. For each saved point (x, y), four rectangle regions are
taken out as four hypotheses. These regions have the same center (x, y), but
differ in size. So the total number of the hypotheses is Num× 4, where Num is
the number of saved point.

3 Inference in the Bayesian Network

For robust tracking, we must eliminate the effect of other skin-color objects,
which are also in motion, such as face. So besides skin-color feature more fea-
tures should be taken into consideration. Fist appearance is the most significative
feature and it can be used for differentiating fist from other objects. In our algo-
rithm, two main features, color feature and appearance feature, are employed.

Bayesian network [10] is useful when we are trying to fuse more cue for
tracking fist. Thus the posterior probability of fist region given observations of
the other variables can be computed as follows:

P (Xk|C,A, Xk−1, Xk−2) (1)

where C denotes color cue, A denotes appearance cue, Xk−1 and Xk−2 are the
previous object state, Xk is the current object state.

The Bayesian network is shown in Fig.1.

Fig. 1. The Bayesian network
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By using conditional independence relationships we can get

P (Xk|C, A, Xk−1, Xk−2)
∝ P (Xk, C, A,Xk−1, Xk−2)
∝ P (C|Xk)P (A|Xk)P (Xk|Xk−1, Xk−2)

(2)

3.1 Prior Model

The prior model P (Xk−1, Xk−2) is derived from the dynamics of object motion,
which is modelled as a simple second order autoregressive process(ARP).

Xk −Xk−1 = Xk−1 −Xk−2 + Wk (3)

where Wk is a zero-mean Gaussian stochastic component.
The parameters of ARP model are learned from a set of pre-labeled training

sequences.

3.2 Computation of the Color Marginal Likelihood

We define the color likelihood as follows:

P (C|X) =
1
nc

∑

i,j

Pc(i, j) (4)

where nc is the scale of the likelihood, and Pc(i, j) is the pixel in color cue image.

3.3 Computation of the Appearance Marginal Likelihood

Based on assumption of a Gaussian distribution, the probability of input pattern
A, which belongs to fist class X can be modelled by a multidimensional Gaussian
probability density function:

P (A|X) =
exp[− 1

2 (A− µ)T Σ−1(A− µ)]
(2π)N/2|Σ|1/2

(5)

where µ is the mean vector of class X, Σ is the covariance matrix of class X.
By using PCA to reduce the dimension of X, the P (A|X) is approximately

estimated by equation (6), more detail about equation (6) can be found in [9].

P̂ (A|X) = exp

[
−1

2

M∑

i=1

y2
i

λi

]
exp

[
−ε2(x)

2ρ

]
(6)

where P̂ (A|X) is the estimation value of P (A|X), ε2(x) is the residual error,
λi is eigenvalue of Σ, M is the dimensional of principal subspace, N is the
dimension of total subspace.

In our experiment, the appearance parameters µ and Σ are learned from
more than 5000 labelled images, which are collected from one hundred persons
with three kinds of illumination. Some samples are shown in the Fig.2.
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Fig. 2. Some samples used for training

4 Experimental Result

In order to compare with the mean shift algorithm, two experiments are done.
In the first experiment, the color-motion based mean shift algorithm is used.
When player’s fist and face overlap, the tracker loses the fist. Some key frames
of this experiment are shown in Fig.3. And it has no chance to recover. This is
because the mean shift is a local optimal algorithm. In the second experiment,
the proposed algorithm is applied. Based on multi-hypotheses it overcomes the
local optimal. And using more cues, our algorithm becomes more robust. Some
key frames of this experiment are shown in Fig.4.

Fig. 3. Tracking failure by color and motion based Mean Shift algorithm

Fig. 4. Tracking by Bayesian network
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All the experiments are done on a P4 1.7G machine with 512M memory. The
normal recognition speed of our algorithm is about 29 fps.

5 Summarize

In this paper,a Bayesian network based fist tracking algorithm is introduced.
Comparing with particle filter, the proposed algorithm, which uses more infor-
mation to generate hypotheses, reduces significantly the number of hypotheses
needed for robust tracking. And at the same time it overcomes the shortcoming
of local optimal of the mean shift algorithm.
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