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Abstract. In this paper, a personalized MPEG-4 compliant facial animation 
system in embedded platform is presented. We report a semi-automatic and 
rapid approach for personalized modeling from two orthogonal face images. 
The approach is very easy and efficient. With multi-dimension texture mapping, 
the personalized face model offers a much more lifelike behavior. The system 
can be used in game, interactive services etc. 

1   Introduction 

Facial animation has already proved to be impressive in interactive services, like 
human-machine interactions or virtual reality application or web services. For 
example, such systems can be used in news reading, help desk, e-cogent, playmail etc 
[3]. Although the cartoon like characters can play expressive impression, they can not 
very attractive. If lifelike and personalized characters can be used, the visual quality 
will become much better.  

Facial animation research started in the early 70’s by Parke’s [11] pioneer work. In 
the last decade the quality of facial animations has improved remarkably due to the 
development of hardware and corresponding software. But in these days the 
generating of lifelike animated faces still remains an open issue. Human were train 
since birth to recognize faces and scrutinize facial expression. So we are very 
sensitive to the slightest changes of the synthesized face model [3]. 

There have been many work focus on creating a personalized face model. One 
technology which has been used widely is from the 3D rang data [4, 17, 18]. Another 
technology is from two orthogonal images, one frontal view and one side view [5, 7, 
8, 9].Others have make attempt from images or video sequences which contains 
multiple views of a person [19, 20, 21]. 

During the animation, many researchers have focused on personalized facial 
animation from two orthogonal face images, one frontal view and one side view, in 
this process; they usually extract the 3D position of the facial feather points from the 
two orthogonal images automatically or by additional manual work. A generic face 
model is then fitted according the corresponding 3D position of the facial feather 
points to make global adaption, local deformation are used to make other feather 
points. After the deformation, texture mapping were applied to ensure the reality.  

Another technique is introduced by Takaaki Akimoto [5] etc. In his paper, the 3D 
generic model is projected according to the orthogonal images after the facial feather 
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points are extracted. Interpolation method was then used to calculate the displacement 
of non-feather vertices. Texture mapping is also used from two joint face images. 
However, he didn’t find the transformation during the deformation of the generic 
model to ensure the accuracy. 

Liu [2] has improved the technique by using only one frontal view of the face 
image by adapting all the computing in 2D space, no 3D transformation or rotation is 
considered. It makes the process easier and more efficient, however, the frontal view 
image can only afford limit degree in 3D space during animation, no depth 
information is considered for the reality of personalized face model.  

Unlike liu’s work, we expand the method to two orthogonal images, the approach 
doesn’t need to compute the 3D position of the facial feather points. And the 
transformation matrix of the generic model is computed to ensure the accuracy in 
deformation. This make the process easier and more efficient since all the computing 
were restricted in 2D space.  

The animation process was made according to MPEG-4 facial animation 
framework [22, 23]. Currently, MPEG-4 defines facial animation technique 
depending on the displacement of the facial definition points (FDP) described by 
facial animation parameters (FAP). For very low bit-rate communication, MPEG-4 
defines Synthetic-Natural Hybrid Coding (SNHC), which can achieve the 1kbps 
condition by using the 68 significant parameters including 2 high level parameters 
define the viseme and expression and 66 low level parameters define the motion 
behaviors.  

Animation in the embedded platform have attracted more and more researcher 
[6,10,12], Thomas Di Giacomo[6] had presented an approach that automatically 
refines or simplifies 3D facial animation, including its transformation to 2D graphics, 
to be displayed at interactive frame rates on heterogeneous devices. It lucked reality 
in appearance and was not personalized in behavior since their model is only a 
generic model with proper material. Our system can show a personalized and lifelike 
face model in such platform which makes it very attractive in interactive services. 

The paper is organized as follows: Section 2 presents our approach in detail. In 
section 3, we use the model in real application with embedded environment. 
Section 4, then, makes some discussing of the current and future works.  

2   Personalized 3D Face Model Creation 

Our approach begins with pre-processing of two orthogonal images, and then the 
generic face model is projected according to the two view images. After projection, 
model fitting algorithm is presented for automatic face adaption, while all feather 
points were fitted, Radial Basis Function (RBF) is used to the transformation result. 
To ensure the reality, multi-direction texture mapping technique is used. The 
procedure for personalizing a 3D face model is described next in details. 

2.1   Pre-processing  

See the fact that the head height of same person should be equal, suppose R= HF/HS, 
where HF is height of the head in the frontal view image, HS is height of the head in 
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the side view image, the side view image can be scaled through R to make the two 
images exactly the same in head height. 

Then facial feather points have to be extracted for the fitting process. In this step 
we extract the facial feather points semi-automatically, the eye, mouth corner and 
nose tip are extracted automatically, manual efforts were used to locate other feather 
points which can describe the face contour. The feather points were chose mainly 
based on their importance in the face images. In total 32 feature points in front view 
image and 20 feature points in side view image are selected. 

2.2   3D Model Fitting 

The generic model used is based on the IST facial model [24] which is widely used in 
the SNHC of MPEG-4. The back part of the face model is excluded to improve 
efficiency in the late rendering process. Fig. 1 shows the generic model from different 
view.   

  
Fig. 1.  Generic face model without hair part in different views 

The adaptation process is as follows: 

1) We project the generic model to XY plan and YZ plan according to the frontal 
and side view images, and select 32 and 20 corresponding points according to 
the face images in the generic face model. 

2) Then, the 32 corresponding feather points in the XY projection were used. We 

suppose T
MfMfMf YXP ),(=  is the position of the feather points of the model, 

where Mf denotes the XY projection of the 3D model,  T
IfIfIf YXP ),(=  is the 

position of the feather points of the face image, where If denotes the front view 
face image.  s  is the scaling factor. R  is a 22∗ rotation matrix, T  is the 
translation vector. Eq.1 gives the sum squared error between the calculated 

points { } )32....1(........1 =kPPP nMfMfkMf  and the corresponding feather 

points{ } )32....1(........1 =kPPP nIfIfkIf . 

Min ∑ −=
points

)(),,( ifmf PPTRsE  (1) 

Where 

ifmf PTPRs =+⋅⋅  (2) 
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With above results, procrustes [14, 15] analysis were used to compute the value of 
s, R ,T  iteratively. In the experiment, like Liu [2]’s result, we also find one iteration 
is sufficient in most cases.  

3) After the 32 corresponding feather points were fitted, Radial Basis Function 
(RBF) was applied to deform other feather points of the generic model. Details 
can be found in [16].  

4) We use T
MsMsMs YXP ),(=  to represent the position of the feature points of the 

generic model, where MS is the YZ projection of the 3D model, and 

use T
IsIsIs YXP ),(=  to be the position of the feather points of the face image, 

where Is is the side view  face image. Apply the algorithm in step 2 and 3 to fit 
the side face model. Fig. 2 shows the fitting result. From the experiment result 
we can see the approach performs very well.  

  
Fig. 2. Fitting result in front view and side view image 

5) After that, the personalized face model can be directly reconstructed by 
combining the above two fitting results in both front view and side view. Let’s 
define a 2D position (X=Xf,Y=Yf ) in the model from the front view and (Z=Zs, 
Y=Ys) from the side view. Then, the position (X, Y, Z) of the 3D face model 
could be got by: 

X=Xf; 
Y=(Yf+Ys)/2;                          （ ）3  
Z=Zs; 

  
Fig. 3. Personalized model without texture in different views 

During the fitting processing, we found that the Yf and Ys is quit similar. This 
partly proved that the algorithm play very well. Fig. 3. shows reconstruction results of 
personalized 3D face model.  
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6) Finally, the texture mapping are then applied to the model to ensure the reality, 
in the experiment multi-direction mapping algorithm were used by simply 
estimate the angle between the normal vector of the triangles in the model and 
the Z axis, to determine whether the frontal image or the side image should used. 
To join the front and side view images smoothly, the system maps a blended 
image where the texture mapping encounter each other, the blending ratio is 
according to the location of the personalized face model. This makes the texture 
mapping process more simple in computation. The result can be seen as follows. 

 

Fig. 4.  Personalized face model with texture mapping 

3   Real-Time Animation in Embedded Platform  

Animation comes directly when the personalized face model has created. But it faces 
difficulty when the animating process display on embedded platform like mobile 
phones and personal digital assistant with limit CPU and RAM. So proper computer 
graphic rendering technology has to be considered.    

 

Fig. 5.  Personalized facial animation in embedded platform 

The animation processing was tested in a personal digital assistant with 206-MHz 
processor and 64Mbytes main memory. In fact, only 6-8MB was available when the 
animation process enabled. In the experiment, the mesh vertices were simplified to 
780 and 1640 triangle in total; this is suitable for many embedded platforms. The 
floating-point arithmetic was converted to fixed-point arithmetic also. And Klimt [25] 
is also used to replay standard OpenGL function. These improvements can make the 
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animation and rendering real-time. As expected. The personalized face model can 
displayed an expressive result. It can display 10--20 Fps (Frame rates per second) 
which is enough for real time animation in such platform. Fig. 5 and 6 have showed 
the animating result. 

 
Fig. 6. Generating different expression for the personalized face model 

4   Discussion and Future Work  

Compared to the original techniques, the system is more efficient and easy, the 
computation is only applied in two dimension space, and this is different from the 
original techniques where the computation made in three dimension spaces while 
fitting the feather points. So our approach shows better quality in computation 
complexity. This makes the modeling more quickly.  

Unlike just interpolating to face model projection, the system use mean square 
errors regulation and procrustes analysis [14, 15] to compute the fitting matrix. This 
has ensured the precision during the matching process. These improvements had 
enhanced the reality of personalized face model compared to original techniques 
which can be found in Fig.4 and 6. The improvements in computation complexity and 
reality in personalized face model are showed in Tab.1. 

Table 1. Compares with other techniques 

                           Methods 
Characteristics 

A-Nasser Ansari[9] Takaaki [5] Our approach 

Computation complexity high Low Low 
Reality  Low Low High 

The system has proved to be real-time in the embedded platform successfully. So it 
might be able to be used in the application 3G platforms in the future. Further 
improvements should be focus on the fully automatic extraction of facial feature 
points and proper computer graphic techniques for enhancing the rending efficiency 
in embedded platform.   
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5   Conclusion  

In this paper, a semi-automatic and rapid approach for creating a personalized face 
model from two orthogonal face images is presented. The approach is very easy and 
efficient compared to original approaches. We also report a real-time MPEG-4 
compliant facial animation system in embedded platform. With multi-dimension 
texture mapping, the personalized face model offers a much more lifelike behavior. 
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