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Abstract. This paper addresses the problem of controlling an acrobot, an under-
actuated robotic systems, using fuzzy neural network approach. A five-layer 
Takagi-Sugeno fuzzy neural network control (TSFNNC) is proposed to swing 
up the acrobot from the low stable equilibrium to approach and balance around 
its top unstable equilibrium position. By analyzing the system dynamics, total 
energy and potential energy of the system are introduced in the second layer, 
with the system states as the inputs to the first layer. Fuzzy membership func-
tions and rules are depicted in the third and fourth layers respectively. The fifth 
layer works as the final output. A modified particle swarm optimizer (PSO) is 
adopted to train the consequents in the fourth layer. Simulation results indicate 
that the integrated TSFNNC approach can control the acrobot system from up-
swing to balance process effectively. This approach provides an easy and feasi-
ble solution for similar control problems.  

1   Introduction 

Acrobot (Acrobatic Robot) is a typical structure of two link under-actuated robotic 
systems, which are under extensive investigations recently [1-7]. The upswing control 
of the acrobot is to rotate the two links from the low stable to the top unstable equilib-
rium position. No smooth controller is proved to realize the whole process. A common 
adopted control scheme is to swing up the system close to the top unstable equilibrium 
with a nonlinear controller, and then switch to the other balance controller.  

Spong [1] proposed the concept of partial feedback linearization, to drive the two 
links into the attractive basin of a linear balance controller. Smith, et al. [2] presented 
a dynamic fuzzy controller integrated with genetic algorithm and dynamic switching 
systems. Lai, et al. [3] developed a model-free controller for upswing and model-
based controller for balancing. Xu, et al. [4] designed a time-optimal controller based 
on neural network reinforcement learning to reduce upswing time. Aiming at real 
application, Zhao and Yi [5] proposed a GA tuned fuzzy neural network control ap-
proach with limited torque output. 

But during the switching process from upswing to balance, the control torque is 
usually not very smooth. Therefore, a further investigation concentrates on an inte-
grated control approach for the whole process without control switching. Wang etc. 
[6] provided an adaptive sliding mode control. This paper is to develop a new  
integrated control approach based on computational intelligence. A five-layer Takagi-
Sugeno fuzzy neural network control (TSFNNC) is proposed. Total energy and  
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potential energy of the system are introduced in the second layer, with the system 
states as the inputs to the first layer. Fuzzy membership functions and rules are de-
picted in the third and fourth layers respectively. The fifth layer works as the final 
output. A modified particle swarm optimization (PSO) is adopted to train the conse-
quents in the fourth layer. 

2   System Dynamics 

The model of the acrobot is shown in Fig. 1.  
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Fig. 1. Model of the acrobot system 

Supposing there is no friction, the system dynamics equation is expressed by  

)(),()( θωωθαθτ GCD ++=  (1) 

Where τ is the external torque, which is only applied on the second joint. The vari-
ables θ=[θ1 θ2]Τ , ω=[ω1 ω2]Τ, and α=[α1 α2]Τ are angles, angular velocities and angu-
lar accelerations of the two links respectively. The terms D[θ], C[θ, ω] and G[θ] can 
be represented with five variables {q1, q2, q3, q4, q5}. Detailed description of these 
parameters can be also seen in [5].  

The kinetic energy Ek, potential energy Ep, and the total energy E are depicted by 
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One property of the two link under-actuated system is the passivity [7], which can 
be derived from equations 1 and 2, depicted as follows.  

ωτ=E&  (3) 

It means that system energy will increase when the torque is exerted on the active 
joint in the same direction with its angular velocity, vice versa. 
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State vector X is selected as [θ1, ω1, θ2, ω2]
T. θ1 and θ2 vary within [-π , π]. From 

equ.2, four equilibrium positions of the system can be derived, of which the com-
monly reachable two are as follows.  

(0, 0, 0, 0): Top unstable position with the top energy Etop, gqgqEE top 54 +==  

(π, 0, 0, 0): Low stable position with the low energy, ( )gqgqEE top 54 +−=−=  

The top unstable equilibrium position is the most difficult case for feedback stabi-
lization among all the equilibriums. The integrated upswing control is to move the 
two links from the low stable to the top unstable position, and maintain there. 

3   Particle Swarm Optimized Fuzzy Neural Network Control 

From the analysis of the system dynamics, we can see that it will be a feasible way to 
increase the system energy when the energy is low by apply appropriate torque on the 
active joint. It is desirable to increase the total energy and potential energy simultane-
ously. When they both reach the top energy Etop, which is defined as an attractive 
region of linear controller [6], the system will be balanced easily.  

To realize the above control scheme, a five-layer Takagi-Sugeno Fuzzy Neural 
Network is proposed, whose architecture is shown in Fig. 2. Each layer outputs serve 
as the inputs of its next layer. Layers functions are given as follows. 
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Fig. 2. TSFNNC Structure 

Layer 1: Inputs 
The state space variables θ1, ω1, θ2, and ω2 are as the inputs. 

Layer 2: Energy error calculation 
The absolute errors ΔE and ΔEp are calculated. When they are small enough to zeros, 
the system approaches the top unstable position. When the errors are both large to 
Etop, the system is at the initial low stable position. When one of the errors is small 
and the other is large, they correspond to different system states, shown in Fig.3. 

Layer 3: Membership definition 
Two fuzzy subsets Large and Small are defined for each energy error. Triangle func-
tions are adopted to describe the membership degree, shown in Fig. 4. The scope of 
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Fig. 3. Different state spaces of the acrobot system depicted by energy error 
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Fig. 4. Membership functions 

the potential energy error ΔEp is [0, 2Etop]. But the total energy error ΔE may be over 
2Etop, where the degree of the membership Large and Small is set to 1 and 0 respec-
tively. For each energy error, the sum of the degrees is 1.  

 

Layer 4: Fuzzy rules  
There are only four fuzzy rules, corresponding to different sates.  
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where Rule 1 depicts the action on the initial low stable position, so the consequent is 
determined to the maximum output torque with the same direction as the angular 
velocity to increase the system energy. On the other side, Rule 3 depicts the action on 
the system with high energy, so it is just opposite to Rule 1. Rule 4 describes the sys-
tem around the top unstable position, so the consequent can be derived with linear 
feedback controller. Rule 2 describes the system in upswing process, so only the 
feedback parameters of this consequent need to be determined. The optimum conse-
quent will help to swing up the system quickly and smoothly.   

Layer 5: Output  
Due to the definition of the fuzzy membership, the final output becomes the summa-
tion of the outputs of layer 4. The output is saturated to the positive or negative 
maximum torque if it is beyond the torque limit.  
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Particle swarm optimization, proposed recently, shows good performance for fast 
speed and low error in neural network training and other application fields. Aiming at 
the consequents of the fuzzy neural network control to be determined, a modified 
particle swarm optimization algorithm [8] is adopted.  

( ) ( )idgdidididid xprcxprcvv −+−+= 2211ω , ididid vxx +=  (3) 

where xid is the current position of particle i, to represent the consequent Kls. vid is the 
velocity of the particle i. pid is the best position of particle i, and pgd is the best position 
of the whole particle swarm, to represent the final problem solution. c1 and c2 are 
learning factors.  r1 and r2 are two random number. w is a velocity weight. 

To evaluate the particle performance, the fitness is defined by 

p

N

t
EEtetefitness Δ+Δ=⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
∑−=
=

)( ,)(exp
1

 (4) 

where the total calculation step N is set to a large number, to provide enough time to 
swing up the system.  

4   Simulation Results 

The acrobot structure parameters are selected the same as [1] for simulation compari-
son. The coefficients {q1, q2, q3, q4, q5} are {1.3333, 1.3333, 1, 1.5, 1}. The maximum 
torque τmax is 4 Nm, and Kss is determined by LQR mechanism.  

[ ]50.0736- 98.4906,- 106.2845,- 245.9821,-=ssK  (5) 

The scope of the consequent Kls is [-10,10], among which the best is found by the 
modified particle swarm optimization. 50 particles are initialized, and 100 generations 
are calculated. The total calculation step N is 1000, and sampling time is 0.01s. The 
velocity weight w decreases from 0.9 to 0.4 with the generation increasing. The learn-
ing factors c1 and c2 are both 2.0.  The maximum vid is limited within [-2,2]. Several 
experiments all derive feasible Kls solutions, one of which is selected as  

[ ]9806.1,8864.1,0542.2,6785.1 −−−−=lsK  (6) 
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Fig. 5. Simulation results to swing up the acrobot. (a) θ1and θ2; (b) E and Ep; (c) τ2 
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Simulation results are shown in Fig. 5. It can be seen that system is swung up to its 
top unstable equilibrium position successfully. The torque is quite smaller compared 
to [1], which requires up to hundreds Nm. The torque also varies more smoothly com-
pared to switch control method [5]. During several swings, the system energy E is 
pumped up effectively to Etop, which characterizes the method as an energy approach.  

5   Conclusions 

An integrated five-layer Takagi-Sugeno fuzzy neural network control is proposed. 
The consequent is learned with a modified particle swarm optimization algorithm. An 
acrobot is effectively swung up from the low stable equilibrium to approach and  
balance around its top unstable equilibrium with a limit torque for a short time. The 
control scheme can also be extended to other under-actuated systems. The control 
stability and other modified particle swarm optimizations will be further investigated 
in future research.  
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