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Abstract

Automatic image annotation is crucial for keyword-based image retrieval because it can be used to improve the textual description of
images. In this paper, we propose a unified framework for image annotation, which contains two kinds of learning processes and incor-
porates three kinds of relations among images and keywords. In addition, we propose some improvements on its components, i.e. a rein-
forced image-to-image relation; a combined word-to-word relation; and a progressive learning method. Experiments on the Corel dataset
demonstrate their effectiveness. We also show that many existing image annotation algorithms can be formulated into this framework
and present an experimental comparison among these algorithms to evaluate their performance comprehensively.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

With the advent of digital imagery, the number of
images has been growing rapidly and there is an increasing
need for effectively indexing and searching these images.
Systems using non-textual (image) queries have been pro-
posed but many users found it hard to represent their que-
ries using abstract image features. Most users prefer textual
queries, i.e. keyword-based image search, which is typically
achieved by manually providing image annotations and
searching over these annotations using a textual query.
However, manual annotation is an expensive and tedious
procedure. Thus, automatic image annotation is necessary
for efficient image retrieval.

Many algorithms have been proposed for automatic
image annotation. In a straightforward way, each semantic
keyword or concept is treated as an independent class and
corresponds to one classifier. Methods like linguistic index-
ing of pictures (Li and Wang, 2003), image annotation
0167-8655/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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using SVM (Cusano and Schettini, 2003) and Bayes point
machine (Chang et al., 2003) fall into this category. Other
methods try to learn a relevance model associating images
and keywords. The early work in (Duygulu et al., 2002)
applied a translation model (TM) to translate a set of blob
tokens (obtained by clustering image regions) to a set of
annotation keywords. Jeon et al. (2003) assumed that
image annotation could be viewed as analogous to the
cross-lingual retrieval problem and proposed a cross-media
relevance model (CMRM). Lavrenko et al. (2003) pro-
posed continuous-space relevance model (CRM) which
assumed that every image is divided into regions and each
region is described as a continuous-valued feature vector.
Given a training set of images with annotations, a joint
probabilistic model of image features and words is esti-
mated. Then the probability of generating a word given
the image regions can be predicted. Compared with the
CMRM, the CRM directly models continuous features,
so it does not rely on clustering and consequently avoids
the granularity issues. Feng et al. (2004) proposed another
relevance model in which a multiple Bernoulli model is
used to generate words instead of the multinomial one as
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in CRM. Recently, there are some efforts considering the
word correlation in the annotation process, such as coher-
ent language model (CLM) (Jin et al., 2004), correlated
label propagation (CLP) (Kang et al., 2006), annotation
refinement using random walk (Wang et al., 2006) and
WordNet-based method (Jin et al., 2005). The graph-based
methods also achieved much attention. Pan et al. (2004)
firstly proposed a graph-based automatic caption method,
in which images, annotations and regions are considered as
three types of nodes to construct a mixed media graph so as
to perform image annotation. In our previous work (Liu
et al., 2006), we proposed an NSC-based method to calcu-
late image similarities on visual features and propagated
annotations from training images to their similar test
images.

As these algorithms seem to be so different from each
other, it is not easy to answer such questions as which mod-
els are better, what the connections among them are, and
how they should be utilized. In this paper, we conduct a
formal study on these issues and find that previous research
work can be induced as two kinds of learning processes,
which integrate three kinds of relations as shown in
Fig. 1: image-to-image relation, word-to-word relation,
and image-to-word relation.

We propose a unified framework for image annotation.
In the framework, automatic image annotation can be per-
formed across two graph learning processes. The first pro-
cess (referred as ‘‘basic image annotation’’) aims to obtain
the preliminary annotations for each untagged image. It is
a learning process on an image-based graph, whose nodes
are images and edges are relations between images. The
second process (referred as ‘‘annotation refinement’’) aims
to refine the candidate annotations obtained from the prior
process. It is a word-based graph learning process, where
the nodes are words and the edges are relations between
words.

The proposed framework allows us to analyze and
understand some previous work more clearly, and offers
some potential research guidance. In this paper, we pro-
pose three improvements on different parts of the frame-
work. First, considering the intra-relations among
training images and test images, we propose a reinforced
inter-relation between training image and test image. Sec-
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Fig. 1. Illustrative example
ond, a combined word correlation is designed as a compre-
hensive estimation, in which not only the statistical
distribution in the training dataset, but also the visual-con-
tent-based measurement within the context of web are con-
sidered. Third, a progressive learning method is proposed
to perform image annotation in a greedy manner, while
the traditional assumption of word independence for an
image is relaxed to the conditional independence. To eval-
uate the performance of these improvements, we carry out
several experiments on benchmark data of Corel images.
Besides, we give a systematic comparison among some
related work. Exciting performance of our scheme and
some consistent conclusions with the theoretical results
are achieved under the proposed framework.

The rest of the paper is organized as follows. Section 2
introduces the unified framework of image annotation.
Some improvements based on the proposed framework
are addressed in Section 3. Section 4 presents the imple-
mentation of image annotation with the proposed improve-
ments. Section 5 presents experimental comparisons among
several related work and our scheme. Conclusions and
future work are given in Section 6.

2. Image annotation framework based on graph learning

The proposed framework consists of two learning pro-
cesses denoted as ‘‘basic image annotation’’ and ‘‘annota-
tion refinement’’, and three kinds of relations as
mentioned above. In the basic image annotation process,
image-to-image relation and image-to-word relation are
integrated to obtain the candidate annotations. In the
annotation refinement process, the word-to-word relation
is explored to refine those candidate annotations from the
prior process. The both learning processes are performed
sequentially. An overview of the framework is shown in
Fig. 2.

2.1. Basic image annotation

The basic image annotation can be deemed as a semi-
supervised learning process on an image-based graph, i.e.
propagating labels (annotations) from annotated images
to un-annotated images according to their similarities.
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Fig. 2. Overview of image annotation framework.
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The learning process includes two key issues: one is how to
measure the relations among images (SII), especially the
train-to-test image relation, and the other is how to model
the distribution of words in annotated images (SIW). Then
we formulate it as follows:

T NS�M ¼ G1 SNS�NT
II ; SNT�M

IW

� �
ð1Þ

where NT is the number of training images, NS is the num-
ber of test images, M is the size of vocabulary, and G1( Æ ) is
a certain graph learning algorithm, for which the simplest
form is given as follows:

T ¼ SII � SIW ð2Þ

Other graph learning methods have been exploited in liter-
atures. The manifold ranking method (Tong et al., 2006) is
an example. Generative models (Blei and Jordan, 2003),
such as GMM, LSA/pLSA, and LDA, also show good per-
formance in image annotation. Therefore, G1( Æ ) as Eq. (1)
have several variances. It is expected that a better learning
method can present superior performance.

In the following, we give a probabilistic analysis for the
basic annotation. Usually, the relation between a set of
words W and a test image I is defined as the conditional
probability P(WjI), which can be calculated as the expecta-
tion on the training set T:

P ðW jIÞ ¼
X
J2T

P ðW jJÞP ðJ jIÞ ð3Þ

where P(WjJ) denotes the probability of W given training
image J, i.e. image-to-word relation, and P(JjI) denotes
the image-to-image relation.1 Equivalently, we can calcu-
1 Typically, P(I,J) indicates the joint probability between images I and
J, which can be estimated as the visual similarity between both images, i.e.
image-to-image relation. Assuming that P(J) is a constant, which indicates
a uniform distribution, we can roughly regard P(IjJ) = P(I,J)/P(J) as the
image-to-image relation too.
late the joint probability of words (or a word) and an
image:

P ðW ; IÞ ¼
X
J2T

P ðW ; I jJÞP ðJÞ ð4Þ

Typically, an assumption is made that the test image is
independent of the words given a training image, that is

P ðW ; I jJÞ ¼ P ðW jJÞPðI jJÞ ð5Þ
So Eq. (4) can be written as

P ðW ; IÞ ¼
X
J2T

P ðW jJÞP ðI jJÞP ðJÞ ¼
X
J2T

P ðW jJÞPðI ; JÞ ð6Þ

Then the annotation process becomes the maximization of
the joint probability or the conditional probability:

W � ¼ arg max
W�V

P ðW jIÞ ¼ arg max
W�V

P ðW ; IÞ ð7Þ

This is a simple learning manner adopted by some rele-
vance model based work, such as CMRM, CRM, MBRM
and so on, in which the label information on the training
images P(WjJ) is propagated to the test image (J) accord-
ing to the inter relation P(I,J) or P(IjJ).

2.2. Annotation refinement

Annotation refinement is the second process in the
framework. The candidate annotations obtained from the
prior process may be unsatisfactory without considering
word correlation efficiently. Thus annotation refinement
is recognized as a beneficial process to reserve highly corre-
lated annotations and remove irrelevant ones by exploring
the word correlations. Actually, the process is performed
on a word-based graph. Similarly, the learning in this phase
can be denoted as

T NS�M
R ¼ G2 SNS�M

IW ; SM�M
WW

� �
ð8Þ

where SWW is the word-to-word relation matrix and G2( Æ )
is a certain graph learning algorithm. Above discussion
about G1( Æ ) is also applicable to G2( Æ ). The process of
annotation refinement can also be expressed in a probabi-
listic form as follows:

P ðW jIÞ ¼
X
v�V

P ðW jvÞPðvjIÞ ð9Þ

where P(Wjv) denotes the word correlation and P(vjI) is the
prior confidence provided by the basic image annotation.
3. Improvements under the framework

Above analysis about the proposed framework demon-
strates that the problem of image annotation can be
decomposed into several specific and well defined sub-
problems. Specially, three kinds of relations and two graph
learning processes are referred to. We can improve these
items and expect their combination to enhance the overall
performance. In the following, we present our improve-
ments focusing on some items in the framework.
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3.1. Improvement on image-to-image relation

Many previous work only consider the relation between
test image and training image, i.e. P(IjJ) as in Eq. (6), while
the relations within the training images and the relations
within the test images are ignored. Based on this view, we
propose a method to calculate the image correlation with
all available information and make them reinforce each
other. Given a training image set and a test image set, there
are four kinds of relations: intra-type training image rela-
tion (St), intra-type test image relation (Ss), inter-type
train-to-test image relation (Sts), and inter-type test-to-
train image relation (Sst), as illustrated in Fig. 3. The image
similarity is usually a symmetric measure. However, in
many region-based methods like CRM and MBRM, the
image relation is asymmetric as in Eq. (10), which is also
our selection in this paper. Thus, we need define Sts and
Sst separately. Besides, St and Ss may be asymmetric:

SðIm; InÞ ¼ expð�r1 � DðIm; InÞÞ

¼ exp �r1 �
X

i;j

Dðrm
i ; r

n
j Þ

 !
ð10Þ

where S(Im, In) indicates the similarity between images Im

and In, rm
i is the ith region of Im, r1 > 0 is a smoothing

parameter, and D( Æ ) is certain distance measure. L1-dis-
tance is selected in our implementation due to its better
performance (Stricker and Orengo, 1995). Intuitively, the
image relation can be reinforced by their ‘‘related’’ images.
For example, there are two images t1 and t2 in training set
and each has one close neighbor in test set denoted as s1

and s2, respectively. If s1 and s2 are very similar, the simi-
larity between t1 and t2 should also be enhanced. Similar
discussion is also valid for other types of relations. Thus
the four types of relations are dependent and interactive.
We can alternatively update them in an iterative way as
follows:
Intra-type
training image relation 

St

Inter-type
train-to-test
relation Sts

Inter-type
test-to-train  relation 

Sst

Intra-type test 
image relation 

Ss

Training set Test set
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Fig. 3. Four types of image relations.
St ¼ a1St þ ð1� a1ÞSts � Ss � Sst ð11Þ
Ss ¼ a2Ss þ ð1� a2ÞSst � St � Sts ð12Þ
Sst ¼ a3Sst þ ð1� a3ÞSs � Sst � St ð13Þ
Sts ¼ a4Sts þ ð1� a4ÞSt � Sts � Ss ð14Þ

where ai 2 [0, 1] (i = 1,2,3,4) is the weight to determine the
role of the reinforcement. Finally, Sts can be considered as
an improved inter-relation for the label propagation from
training images to test images.

3.2. Improvement on word-to-word relation

As mentioned above, word-to-word relation is required
in the process of annotation refinement. Intuitively, good
word correlation ensures the good performance of annota-
tion refinement. In this section, we present a combined cor-
relation with two kinds of correlation measures, i.e. a
statistical correlation by co-occurrence in the training set
and a content-based word correlation by web search, to
estimate the semantic relatedness between words
comprehensively.

• Statistical correlation from training set: Generally, two
words with high co-occurrence in the training set will
possibly joint to annotate certain image, such as ‘cloud’
and ‘sky’, ‘animal’ and ‘frog’. Therefore, the word co-
occurrence becomes an informative representation of
word relatedness.
We get the count of each word-pair as annotations of
the same image and obtain the co-occurrence based
measure. Usually, the more general a word is, the larger
chance it will have to associate with other words to
annotate the same image. However, such associations
usually have low confidence. Thus, we weight the count
according to the frequency of each word, i.e. setting a
low weight to a frequent word and a high weight to a
rare word. The weighted co-occurrence (KSC) as a statis-
tical word correlation can be calculated as follows:

KSCðv1; v2Þ ¼ KCðv1; v2Þ � log
NT

ni

� �
ð15Þ

where KC(v1,v2) is the number of co-occurrence for word
v1 and v2, n1 is the count for v1 occurring in the training
images, and NT is the total number of training images.
Note that KSC(v1,v2) may be unequal to KSC(v2,v1).
When v1 (a specific or rare word) occurs, v2 (a common
or frequent word) may have a high probability to occur,
but not necessarily vice versa. This is best illustrated by
using an example. Considering two words ‘animal’ and
‘frog’, we can easily infer ‘animal’ from ‘frog’, but not
vice versa.

• Content-based correlation by search: Word co-occurrence
is a locally statistical word correlation dependent on the
training set. To get a more robust measure, we should
seek other entrance to enrich the estimation of word cor-
relation. Since image is the focus of image annotation,
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visual-content as a direct representation of image should
also be contributed to the word correlation. Besides, web
represents the largest public available corpus with aggre-
gate statistical and indexing information. Such huge and
useful resources deserve to our attention. Then, a con-
tent-based correlation by web search is designed.
Given a keyword query, image search engines like Goo-
gle usually return good search results, especially those on
the first page. Thus, top-ranked images can be roughly
treated as the visual representation of the query word.
Then the visual similarity between two resulting sets
can be used to estimate the semantic relation between
corresponding query words. That is, the estimation of
word correlation converts to the measurement of similar-
ity between two sets of visual feature vectors. Here we
adopt a simple strategy to calculate the similarity
between both vector sets, which is given as follows:

KCCSðv1; v2Þ ¼ SsetðIðv1Þ; Iðv2ÞÞ

¼
XM

m;n¼1

SIðImðv1Þ; Inðv2ÞÞ ð16Þ

where KCCS(v1,v2) indicates the content-based correla-
tion between words v1 and v2, I(v1) and I(v2) indicate
the resulting image sets corresponding to words v1 and
v2, respectively, Im(v1) is the mth image in the image
set I(v1), Sset( Æ ) is the visual similarity between both sets,
SI( Æ ) is the visual similarity between two images as Eq.
(10), and M is the number of images from the resulting
set (Top 10 images are selected in our implementation).

• Combined word correlation Now we get two types of
word correlations. Statistical co-occurrence describes
the word distribution based on the training set.
Although it provides more precise statistical description,
it depends on the training data. The content-based cor-
relations by web search represents the word relatedness
in the web context. Although the distribution of web
data is universal and independent on any corpus, vari-
ous noises are inevitable. Therefore, they should be
jointed to complement each other. We normalize them
into [0, 1] firstly and combine them in a linear form:

SWW ¼ e1KSC þ ð1� e1ÞKCCS ð17Þ

where e1 2 [0, 1].
3.3. Improvement on learning method

Usually, one image is annotated with several annotation
words. Then the images annotation problem is formulated
as maximizing the probability of a set of words W given an
image I as follows:

W : fw1;w2; . . . ;wng ¼ arg max
W�V

P ðW jIÞ

¼ arg max
wi2V

P ðw1;w2; . . . ;wi; . . . ;wnjIÞ ð18Þ
In previous work, they assume the predication of annota-
tions for an image is independent from one word to an-
other and make the joint probabilities of multiple words
be factorized as

P ðW jIÞ ¼ P ðw1jIÞP ðw2jIÞ � � � P ðwnjIÞ ð19Þ

In the process of annotation, the probability of each word
given image I is estimated individually and those words
with larger probabilities are selected to annotate image I.

However, such an process makes the model only cap-
tures the correlation between word and image, while the
word correlation is not considered. However, direct estima-
tion of P(WjI) is computationally prohibitive due to the
problem of combination explosion brought with the large
size of the vocabulary. To avoid the expense in computa-
tion and yet utilize the word correlation in predicating
annotations, we adopt a greedy solution to the problem.
Specially, the model is factorized as follows:

P ðW jIÞ ¼ P ðw1jIÞP ðw2jw1; IÞ � � � P ðwnjw1;w2; . . . ;wn�1; IÞ
ð20Þ

According to Eq. (20), we can annotate images in a pro-
gressive manner. That is, the annotation prediction is per-
formed multiple times. In the first run, only the most
probable word w1 is chosen. In the second run, the condi-
tional probability P(w2jw1, I) instead of P(w2jI), is used to
decide the optimal word w2. The similar process is repeated
until the desired annotation length is reached or the prob-
abilities of left words are below a certain threshold. Actu-
ally, most of relevance models can be easily incorporated
into the progressive learning process and perform image
annotation effectively.
4. Implementation details

4.1. Basic image annotation

Obtaining the reinforced relation Sts in Section 3.1, we
prepare the image correlation (SII) for the basic image
annotation. The image-to-word relation (SIW) based on
the training set is another key part. Here, we select the
Multi-Bernoulli model to model the word distribution as
(Feng et al., 2004)

SIWði; jÞ ¼ P ðwjjI iÞ ¼
ldwj;Ii þ N wj

lþ NT

ð21Þ

where SIW(i, j) indicates the probability of the word wj gi-
ven the image Ii, l is a smoothing parameter estimated
by the cross-validation, dwj;Ii ¼ 1 if the word wj occurs in
the annotations of image Ii and dwj;I i ¼ 0 otherwise, Nwj

is the number of training images annotated with wj.
We select Eq. (2) as the graph learning model and per-

form basic image annotation through the progressive learn-
ing process (as discussed in Section 3.3) to obtain the
preliminary annotation result. The result provides a guide-
line to select the candidate annotations and further gives a
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et al., 2004) and CLP (Kang et al., 2006) in this paper may be different
from their original papers using the rectangular features.
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prior confidence for every candidate one, which is required
by the annotation refinement.

4.2. Annotation refinement

As we know, annotation refinement can be regarded as a
re-ranking process for candidate annotations. To re-rank
these annotations, the graph ranking algorithm (Zhou
et al., 2003) is used to leverage both the word correlations
and the prior confidence of each word. We carry out the
iteration of the following Eq. (22) until it coverage to
obtain the final re-ranking matrix TR.

T tþ1
R ¼ b � T t

R � SWW þ ð1� bÞT ð22Þ
where T is the resulting matrix from the prior process, SWW

is the combined word correlation obtained in Section 3.2,
and b is the weight to regulate the role of annotation refine-
ment using the word correlation. Considering that words
do not have the transitive characteristic strictly, we usually
carry out the iteration for a few times (1–3 times) to obtain
the refined result.

5. Experiments

5.1. Experimental design

To present a fair comparison with some previous work,
we use the Corel dataset provided by Duygulu et al. (2002)
without any modification. The dataset contains 5000
images. Each image is segmented into 1–10 regions. A 36-
dimensional feature for each region is extracted, which
includes color, texture and area features as in (Duygulu
et al., 2002). All the regions are clustered into 500 clusters
(called as blobs). Each image is annotated with 1–5 words.
The total number of words is 371. The dataset is divided
into two parts: 4500 images for training and rest 500 for
test.

Similar to previous work, the quality of automatic
image annotation is evaluated through the process of
retrieving test images with single keyword. For each key-
word, the number of correctly annotated images is denoted
as Nc, the number of retrieved images is denoted as Nr, and
the number of truly related images in test set is denoted as
Nt. Then the precision, the recall and the F1 measure are
computed as follows:

precisionðwÞ ¼ N c

N r

; recallðwÞ ¼ N c

N t

ð23Þ

F 1 ¼ 2� precision� recall
precisionþ recall

ð24Þ

We further average the values of the precision and the re-
call, respectively over all the words in test set (260 words)
to evaluate the performance. Besides, we give a measure
to evaluate the coverage of correctly annotated words,
i.e. the number of words with non-zero recall, which is de-
noted as ‘‘NumWord’’ for short. The measure is important
because a biased model can achieve high precision and re-
call values by only performing quite well on a small num-
ber of common words.

In the following, we will present a series of comparisons
among some related work focusing on different compo-
nents in the proposed framework: image-to-image relation,
image-to-word relation, word-to-word relation, and the
learning method. By the cross-validation, the parameters
in our scheme are set as follows: a1 = a2 = a3 = a4 = 0.05,
b = 0.30, l = 7.33, e1 = 0.50.

5.2. Comparison on image-to-image relation

Firstly, we present the comparison about the image-to-
image relation. When the reinforced image relation as in
Section 3.1 is incorporated to CRM and MBRM, the
improved models are denoted as IIR_CRM and
IIR_MBRM, respectively. All the methods listed in Table
1 are divided into two groups for analyzing convenience:

CMRM and CRM: Both methods adopt the probabilis-
tic relevance model between images and words to per-
form basic image annotation. However, they differ in
the representation of visual feature. CRM uses the con-
tinuous region features to calculate the image similarity,
while CMRM uses blob histograms. Because the blobs
are obtained by clustering the region features, much
information has been lost. Therefore, CRM can better
reflect the image relation than CMRM. This difference
results in the large gap in their performances. CRM
achieves noticeable improvement. The NumWord of
CRM is 107, much larger than 66 in CMRM. The pre-
cision, recall and F1-measures of CMRM are almost
doubled in CRM.
CRM and IIR_CRM (MBRM and IIR_MBRM): The
methods in the group adopt similar learning model
and they all use the region-based visual features.2 How-
ever, they differ in the estimation of the image-to-image
relation. CRM adopts the typical method to estimate
the relation as Eq. (10), while IIR_CRM exploits the
improved image relation, which effectively considers
the intra-relation among test images and training images
to reinforce the original inter-relation. As a result, the
F1-measure is boosted to 0.23, and the NumWord is fur-
ther increased to 118 words. Similar improvement can
also be seen from the comparison between MBRM
and IIR_MBRM.

Therefore, the better image-to-image relation is benefi-
cial to image annotation. Obviously, the reinforced
image-to-image relation achieves the best performance in
the comparison.



Table 1
Performance comparison on image-to-image relation

Model Precision Recall F1 NumWords

CMRM 0.09 0.10 0.09 66
CRM 0.16 0.19 0.17 107
IIR_CRM 0.20 0.23 0.21 118
MBRM 0.22 0.24 0.23 121
IIR_MBRM 0.23 0.25 0.24 122

Table 3
Performance comparison on word-to-word relation based on MBRM
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5.3. Comparison on image-to-word relation

In Table 2, we present the comparison among some
related methods, which differ in the image-to-word rela-
tion. The discussion about the comparison is also carried
out on two groups:

CRM and MBRM: In the comparison, MBRM has the
NumWord of 121 compared to 107 in CRM. The
increased NumWord in turn enhances precision, recall
and F1-measure. The improvement is largely attributed
to that MBRM adopts multiple Bernoulli distribution
to replace the multinomial distribution in CRM. Actu-
ally, it is because that MBRM provides a solution based
on the multi-label learning instead of a multi-class one
as CRM. Similar results can also be observed from the
comparison between IIR_MBRM and IIR_CRM.
MBRM and CLP: They both provide the solutions
within the context of the multi-label learning, while
CLP employs a more sophisticated form. In the label
propagation, CLP give more chance to rare word and
relatively weaken the bias to common words, while
MBRM suffer from the bias. Accordingly, CLP achieves
wider coverage of correctly annotated words, i.e. more
gains on NumWord and recall than MBRM.

Better performance of MBRM and CLP than CRM
implies that the formulation of image annotation as a
multi-label learning problem is really preferable to as a
multi-class learning problem.
Model Precision Recall F1 NumWords

MBRM 0.218 0.243 0.230 121
+WNC 0.208 0.221 0.219 117
+SC 0.215 0.265 0.237 126
+CCS 0.230 0.253 0.241 124
+SC � CCS 0.236 0.264 0.249 128
5.4. Comparison on word-to-word relation

In the following, we make a comparison among various
word correlations, in which WordNet-based correlation
(WNC) (Budanitsky and Hirst, 2001), statistical correla-
tion by co-occurrence (SC), and content-based correlation
Table 2
Performance comparison on image-to-word relation

Model Precision Recall F1 NumWords

CRM 0.16 0.19 0.17 107
MBRM 0.22 0.24 0.23 121
CLP 0.21 0.26 0.23 125
IIR_CRM 0.20 0.23 0.21 118
IIR_MBRM 0.23 0.26 0.24 122
by search (CCS) are considered. For the WNC, we adopt
the measure proposed by Jiang and Conrath (1997), which
is demonstrated to be a more effective measure based on
WordNet (Budanitsky and Hirst, 2001).

When candidate annotations are provided by MBRM,
we present a comparison among MBRM, MBRM +
WNC, MBRM + SC, MBRM + SCS, MBRM + CCS,
and MBRM + (SC � CCS), as listed in Table 3.
Compared with MBRM, the gains on F1-measure are
3.0% (MBRM + SC), 4.8% (MBRM + CCS), and 8.3%
(MBRM + (SC � CCS)), respectively, but MBRM +
WNC gets a poorer performance. Considering each word
correlation individually, their different roles on the perfor-
mance improvement can be observed. First, the statistical
correlation by co-occurrence, i.e. SC, gains obvious
improvement on the measure of NumWord, but it losses
on the average precision. This indicates that the method
is capable of connecting more words through the statistical
information, but the connections cannot ensure the related-
ness on the semantic level. Second, CCS achieves overall
improvements on three measures. This is because that the
content-based correlation by search is estimated in the
web context and provide the word relatedness from a more
general and reasonable level indeed. Third, WNC shows
the worst performance. Specially, the WordNet-based cor-
relation takes a negative role through the annotation
refinement. There are 49 words out of 371 words in the
Corel dataset that either do not exist in the lexicon of the
WordNet or have no available relations with other words.
The sparse relation largely weakens the performance of
WNC. Thus we do not consider the addition of WNC in
our combined correlation. Finally, the combination of SC
and CCS achieves the best performance. It shares the
advantages from both correlations and gives a relatively
precise and comprehensive representation of word seman-
tic relatedness.
Table 4
Performance comparison on word-to-word relation based on
IIR_MB + Prog

Model Precision Recall F1 NumWords

IIR_MB + Prog 0.223 0.269 0.244 130
+WNC 0.212 0.251 0.230 125
+SC 0.213 0.275 0.240 133
+CCS 0.229 0.273 0.249 132
+SC � CCS 0.232 0.281 0.254 136
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Table 4 presents the similar comparison, in which the
improved image-to-image relation and the improved learn-
ing method are utilized together (denoted as IIR_MB +
Prog) to prepare the candidate annotations for the annota-
tion refinement. Similarly, the encouraging performance of
the combined correlation (SC + CCS) is achieved.
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5.5. Comparison on learning method

In Table 5, we present the performance comparison
among some related work with different learning methods.
The discussion about the comparison is carried out on two
groups of methods. CRM_Prog (or MBRM_Prog) denotes
the annotation process is performed with CRM (or
MBRM) in the progressive learning manner:

CMRM and CLM: Both models share blob-based image
features, while CLM designs a new language model to
represent the image-to-word relation and adopts the
EM algorithm to update its image-to-image relation
and the language model. Simply, CLM utilize a more
sophisticated learning model to improve the image-to-
image relation and the image-to-word relation. Accord-
ingly, it boosts its performance. The NumWord is
increased from 66 words in CMRM to 79 in CLM,
and the F1-measure is increased from about 0.09 to
around 0.11.
CRM and CRM_Prog (MBRM and MBRM_Prog): It
can be observed that all the measures are significantly
improved by applying the progressive learning method,
especially on NumWord. Because the progressive learn-
ing algorithm considers the word correlation, more cor-
rect words are annotated. Similar improvement can also
be demonstrated from the comparison between MBRM
and MBRM_Prog.
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Fig. 4. Overview of image annotation framework.
5.6. Overall comparison

In the experiment, we integrate all the proposed
improvements, i.e. the reinforced image-to-image relation,
the combined word-to-word relation, and the progressive
learning method, into the framework to evaluate the over-
all performance compared with other related work. For
clarity, we denote the combined scheme as ‘‘OurComb’’.
The overall comparison is illustrated in Fig. 4. Obviously,
Table 5
Performance comparison on learning methods

Model Precision Recall F1 NumWords

CMRM 0.09 0.10 0.09 66
CLM 0.10 0.12 0.11 79
CRM 0.16 0.19 0.17 107
CRM_Prog 0.20 0.24 0.22 127
MBRM 0.22 0.24 0.23 121
MBRM_Prog 0.22 0.26 0.24 130
OurComb outperforms all the other methods in the
comparison.

To specify the effect of each improved part, we give a
comparison among their partial combinations in Table 6.
Specially, they are MBRM, IIR_MBRM (applying the
improved image-to-image relation to MBRM), IIR_MB +
Prog (applying the progressive learning method to
IIR_MBRM), IIR_MB + WWR (using the combined
word correlation to refine the annotations from
IIR_MBRM), and OurComb (three improvements are
combined together as Section 4).

According to Table 6, some useful conclusions can be
derived. First, with the reinforced image correlation,
IIR_MBRM achieves better performance than MBRM.
Second, IIR_MB+Prog shows the most noticeable
improvement on the metric of NumWord. This is because
that the progressive method considers the word correlation
in the learning process instead of the independence among
words as MBRM or IIR_MBRM. Third, IIR_MB+WWR
shows better than IIR_MBRM, especially on the average
precision. The improvement is attributed to the annotation
refinement by exploring the proposed word correlation.
Several noise annotations are removed and relevant anno-
tations are complemented. Finally, the combination of the
three improved parts further enhances the performance
compared with any part alone. Thus, these three parts ben-
efit to each other, and they can be integrated to perform
image annotation effectively.
Table 6
Performance comparison on partial combinations of our proposed
improvements

Model Precision Recall F1 NumWords

MBRM 0.218 0.243 0.230 121
IIR_MBRM 0.226 0.259 0.241 122
IIR_MB + Prog 0.223 0.269 0.244 130
IIR_MB + WWR 0.240 0.266 0.252 128
OurComb 0.232 0.281 0.254 136



J. Liu et al. / Pattern Recognition Letters 29 (2008) 407–415 415
6. Conclusions and future work

In this paper, we propose a unified framework for the
automatic image annotation. It includes two graph learn-
ing processes by exploring three kinds of relations. The
reinforced image-to-image relation, the combined word-
to-word relation, and the progressive learning method are
proposed to effectively improve the performance of image
annotation. The comprehensive experiments and discus-
sion demonstrate that any improvement in the framework
is beneficial to image annotation.

In future work, we will perform more improvements
with the assistance of the proposed framework and strive
to explore web resources to make the large-scale images
annotation possible and effective.
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